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Abstract 

Studies have shown that, in porous media, contact angles can be vary due to contact 

angle hysteresis, and capillary pressure could be dynamic during the processes of drainage 

and imbibition. The research presented here examined the effect of contact angle hys­

teresis and dynamic capillary pressure on multiscale two-phase flow in porous media. This 

dissertation is composed of three essays: "Pore-scale analysis of the effects of contact 

angle hysteresis on blob mobilization in a pore doublet," "Theoretical and experimental 

study of resonance of blobs in porous media," and "Incorporation of dynamic capillary 

pressure into the Green-Ampt model for infiltration." 

The first essay focuses on the Jamin effect which is the main barrier to the mobilization 

of residual blobs in porous media. Experiments performed within a model pore doublet 

showed that the Jamin effect on a blob can be explained entirely through contact angle 

hysteresis. A blob is able to sustain pressure gradients by changing its interfacial shape 

and contact angles while maintaining its contact line position. The sustained pressure 

gradient was not only directly measured with pressure transducers but also well predicted 

by the theory. We also developed methods to measure contact angles and mean interfacial 

curvatures in three dimensions. 
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In the second essay, we propose a theoretical model supported by experimental data 

describing the frequency response of blobs in porous media subjected to an oscillatory 

pressure difference. The simple model pore system consists of a blob in a capillary tube 

and accounts for frequency-dependent viscous pressure drops in the blob and in the sur­

rounding liquid. In this model, the capillary pressure is variable due to contact line pinning. 

Using the planar laser-induced fluorescence technique, the dynamic response of blobs in 

porous media was visualized in a series of two-dimensional cross-sectional images. In a 

capillary tube, both air and liquid blobs exhibited resonance as predicted by the model. 

Furthermore, for the first time, the experimental results showed that a liquid blob in a 

sphere-packing medium exhibits resonance. 

The third essay proposes a modified Green-Ampt model to account for a capillary 

pressure that depends on the flow velocity. A functional form for dynamic capillary pressure 

is postulated, based on dimensional analysis and physical considerations. In this form, the 

nonequilibrium capillary pressure is assumed to depend on the capillary number according 

to a power law. This model for dynamic capillary pressure describes previously published 

measurements of capillary pressure versus Darcy velocity. In addition, by using dimensional 

analysis, the three dynamic capillary pressure curves measured by Geiger and Durnford 

(Soil Sci. Soc. Am. J., 2000) in sand columns of different grain size are collapsed onto 

a single curve. The model also describes Tabuchi's capillary rise experiments (Rec. Land 

Reclam. Res., 1971) well. An implicit analytical solution was also derived for calculating 

the front velocity. 
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Chapter 1. Introduction 

1.1 Motivation 

The migration of non-aqueous phase liquids (NAPLs) in the subsurface is a multiphase 

flow process that is relevant to groundwater contamination and remediation, and to oil 

recovery. During NAPL migration, liquid blobs are left behind, trapped in some of the 

pores and fractures. This remaining NAPL is said to be at residual saturation. The residual 

saturation of a NAPL is a function of porous medium and liquid properties and varies from 

0.71% to 60% [22]. Since NAPLs in the subsurface will slowly dissolve into groundwater, 

and since their solubility is typically more than two orders of magnitude higher than their 

maximum contaminant levels (MCLs) in drinking water, the presence of NAPLs affects 

groundwater quality and poses a great risk to human health [32], Furthermore, their 

low aqueous solubility means they can remain in the subsurface for a long time while 

continuously contaminating groundwater. 

The goal of this dissertation is to improve the understanding of mobilization of NAPL 

blobs and multiphase flow in porous media. We paid particular attention to the effects of 

variable contact angles which may be due to contact angle hysteresis or a non-zero velocity 

of the three-phase contact line. The following sections present background material for 

this thesis which deals with the Jamin effect (related to blob mobilization), the resonance 
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of NAPL blobs in porous media, and the infiltration of liquids into dry soil, all of which are 

related to a non-constant contact angle. This introduction also provides some background 

on flow visualization in porous media, a technique used in this research to image two-fluid 

flow and to infer contact angles from the images. 

1.2 The Jamin effect and the NAPL residual blobs 

Jamin effect is the observed phenomenon where blobs in porous media can resist 

pressure gradients in the surrounding liquid, even in a cylindrical capillary tube. Taber 

[52] pointed out that the trapping of residual blobs is due to this Jamin effect. Smith and 

Crane [50] suspected that the maximum or critical pressure that blobs in a capillary tube 

can sustain without moving is a function of the tube radius, the interfacial tension, the 

advancing, and receding contact angles. 

The traditional technology used to clean up NAPL-contaminated groundwater involves 

pumping the water to the surface and then treating it [27]. The action of pumping 

water generates a pressure gradient that can potentially be used to mobilize the funicular 

NAPL liquid and the residual NAPL blobs. In a packing of uniform spheres, Melrose 

and Brandner [30] theoretically predicted that the critical pressure gradient needed to 

remobilize a trapped blob is related to the radius of the spherical particles, the length of 

the blob in the flow direction, and the critical total curvatures of the blob's downstream 

and upstream menisci (fluid-fluid interfaces). By assuming contact angles of zero, Melrose 

and Brandner [30] linked the critical pressure gradient to the corresponding critical capillary 
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number. Ng et a!. [35] expressed the critical capillary number as a function of the average 

pore-throat radius, the average pore-body radius, and the effective permeability of the 

porous medium. 

In the past decades, Melrose and Brandner [30]'s and Ng et al. [35]'s theories have been 

used to study immiscible flow and blob mobilization in the subsurface in order to examine 

methods that enhance oil recovery (EOR) and groundwater remediation. These methods 

include surfactant flushing, polymer flooding, and vibratory or acoustical enhancement 

[31, 45, 42, 26, 6], However, most studies treated the contact angle as constant or even 

assumed a contact angle of zero. 

The link between the Jamin effect and blob mobilization has also been experimentally 

investigated. Both Smith and Crane [50] and Gardescu [14] performed experiments to 

show the Jamin effect and suggested that it is related to contact angle hysteresis. The 

experiments in a single glass tube done by Dong et al. [12] examined the change of 

the pressure drop during the mobilization of a nonwetting oil blob. They attributed the 

Jamin effect to the viscous pressure drop of slug flow. However, the studies mentioned 

above neither measured contact angles nor compared the constant pressure drop to the 

calculated pressure drop. Thus contact angle hysteresis has riot been directly proven to 

be the sole cause of the Jamin effect in a straight capillary tube. 

Since the 1960s, studies on blob mobilization primarily have focused on the effects of 

interfacial tension, pressure gradient, liquid density, and pore geometry. Although con­

tact angle hysteresis tends to increase the capillary forces and the difficulty of mobilizing 
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trapped blobs [34], experiments such as those reported here to determine the effect of con­

tact angle hysteresis on the Jamin effect and blob mobilization have not to our knowledge 

been published. 

Further research on blob mobilization is needed, particularly in a multiply-connected 

porous medium that allows for a bypass or background flow. This situation would be 

typical during the flooding method commonly used for groundwater remediation, but the 

complex geometry of 3D porous media packing presents challenges. A pore doublet is a 

simplified model of a complex multiply-connected medium with bypass flow. It allows easy 

visualization of the blob, thus permitting investigation of the the effects of contact angle 

hysteresis on blob mobilization. Furthermore, once a blob is mobilized, it has not been 

clearly shown whether the contact angles everywhere on the contact lines will assume the 

values of the equilibrium advancing or receding contact angles. 

1.3 Resonance of residual NAPL blobs 

In the subsurface, porous media are usually saturated by two or more immiscible 

fluids. One of these fluids may exist as disconnected blobs which possibly occupy one 

or more pores [29]. For example, after being pumped or water-flooded, contaminated 

groundwater or oil reservoirs often contain residual NAPL blobs. Since trapped NAPL 

blobs cannot be mobilized by pumping alone [22], a promising method, originally developed 

by petroleum engineers, uses seismic/acoustic waves to enhance the effects of water 

flooding method. The method has been shown to improve NAPL removal in laboratory 

4 



www.manaraa.com

experiments [6, 47, 45, 46, 44, 24], 

Due to contact angle hysteresis, a blob in a capillary tube can sustain a pressure drop 

by changing the shape of its menisci. The menisci perform like springs, and the restoring 

force is the capillary force. Therefore, when a NAPL blob is subjected to oscillatory 

pressure drops or seismic waves, the blob might perform like a spring-mass system and 

exhibit resonance. Hilpert et al. [18] hypothesized that the mobilization of trapped blobs 

can be enhanced by exploiting resonance. Pioneering experiments on the resonance of a 

meniscus in a capillary tube, in which oscillatory flow had been established, were conducted 

by Dimon et al. [10] and Charlaix and Gayvallet [5]. Hilpert et al. [18] predicted that blobs 

in porous media exhibit capillarity-induced resonance. By performing lattice-Boltzmann 

simulations in three different pore geometries, Hilpert [16] showed that trapped blobs can 

be mobilized by excitation at their resonant frequency. 

Holzner et al. [19] linked blob resonance to the detection of hydrocarbon reservoirs by 

a passive seismic technology, attributing high correlations between the presence of hydro­

carbon reservoirs and low-frequency spectral anomalies computed from passively recorded 

seismic data to the resonance of hydrocarbon blobs. However, Broadhead [4] used var­

ious resonance amplification models to show that the frequency range of hydrocarbon 

microtremor is much lower than the resonant frequency of blobs. Therefore, there is a 

need for further investigation of the occurrence of blob resonance in the subsurface, and 

of the frequency response of liquid blobs to seismic excitation. 

There are only a few studies that have experimentally demonstrated the occurrence 
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of blob resonance in porous media. Hilpert and Miller [17] and Bian et al. [3] both 

showed that water slugs in circular tubes can exhibit resonance. However, it has not been 

experimentally shown that blobs may also resonate in complex porous media, such as 

sphere packings. 

1.4 Flow visualization and planar laser-induced fluo­

rescence 

Studying blob or meniscus movement in a porous medium requires an noninvasive flow 

visualization technique. This is not without experimental challenges. When the solid and 

liquid phases have different optical refractive indices, the resulting reflection of light in 

common 3D porous media (e.g. sphere packing) usually distorts any image of the blobs, 

preventing accurate quantitative analysis. This is true even for a transparent solid phase 

like glass. In order to avoid/reduce the light reflection, most experiments on studying the 

dynamics of menisci/blobs in porous media have been performed in the simple geometry 

of capillary tubes and mono-layer sphere packings [41, 10, 5, 6, 36, 2], 

Ng et al. [35] examined blob mobilization in a sphere packing by matching the refractive 

index of the liquid that surrounded the blob with the one of the solid phase. They then 

illuminated their flow cell with background light. This measure significantly improved the 

image quality by reducing the reflection of light from the spheres. However, different 

menisci of a 3D blob projected on the 2D camera sensor may have overlapped in the 
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acquired images. If one manages to match all refractive indices of the solid and liquid 

phases, the entire visual domain will be unobstructed, but the liquid of interest will be 

indistinguishable. This problem can be solved by adding a laser-induced fluorescent dye 

into one of the liquids and then using a laser light sheet to excite the dye and illuminate 

the liquid. This is the basic concept of the laser-induced fluorescence (LIF) technique 

which was introduced in the late 70's [8, 39, 25, 11]. 

The two-dimensional planar LIF (PLIF) technique, a noninvasive method which is the 

most common application of LIF, has been widely used for studying different flow types 

[48, 55, 40, 7, 28, 1, 37, 54], PLIF is also used to investigate multiphase flow in porous 

media [33, 43, 13, 51, 38, 21], 

The LIF technique involves matching the optical refractive indices of the various phases 

that make up a multiphase system. For PLIF, a laser light beam is transformed into a thin 

sheet by a series of optical lenses. At a certain distance from the lens from which the sheet 

of laser light originates, the width of the sheet will be much larger than the original laser 

beam diameter. Once the laser light sheet is directed towards a liquid containing a laser-

induced fluorescent dye, a two-dimensional cross-section of the flow will be illuminated. 

Normally, a camera is placed normal to the laser light sheet to capture images of the 

liquid flow. For multiphase flow in porous media, the recorded images can be used to 

determine the liquid-liquid interfaces and their movement. PLIF can also be extended to 

three dimensions by subsequently moving the laser light sheet perpendicular to the plane 

of the sheet and reconstructing the recorded images in parallel plans. 
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Compared with other noninvasive flow visualization methods for studying multiphase 

flow in porous media, e.g., MRI, NMR and X-ray tomography imaging, PLIF is relatively 

simple and inexpensive. In addition, it is capable of imaging the dynamics of fluid-

fluid interfaces at high temporal resolution. However, the main disadvantage of this 

technique is the requirement of matching refractive indices in all phases. This restriction 

limits the range of materials that can be used as study targets. Fortunately, once the 

refractive-index-matched multiphase system is built, it can be used to perform particle 

image velocimetry (PIV), a technique which is widely used to measure the velocity field 

and other related properties in fluids. Furthermore, experiments have been designed to 

simultaneously perform PIV and PLIF for studying multiphase flow problems [40]. 

1.5 Dynamic capillary pressure and Green-Ampt model 

It is equally important to investigate the effect of dynamic contact angle or dynamic 

capillary pressure at the pore scale as well as the Darcy scale. One of the major multiphase 

flow scenarios in the subsurface is the infiltration of a liquid into soil, e.g., rain water or 

a liquid contaminant seeping into dry soil. 

The Green-Ampt (GA) model is a classical model to describe water infiltration into 

porous media. This one-dimensional model assumes a sharp moving interface between 

the water-saturated porous medium and the unsaturated porous medium. It also assumes 

a uniform satiated water content behind the interface and a uniform initial water content 

in front of the interface. One of the assumptions made in the GA approach is that the 
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hydraulic pressure head at the front is constant. Since the model assumes that the air 

pressure in the unsaturated soil ahead of the front is uniform and constant, it implies that 

the capillary pressure at the front is constant. This assumption, however, is not consistent 

with the idea that contact angle and capillary pressure are dynamic at the pore scale. 

Several studies point out that the classical GA model cannot well describe the water 

front velocity during infiltration. Iwata et al. [23] suggest that deviations between the 

late stage of infiltration experiments performed by Tabuchi [53] and modeling based on 

the GA approach could be explained by a dynamic hydraulic pressure head at the wetting 

front that is due to a dynamic contact angle. 

Weitz et al. [57] performed column experiments and proposed that the capillary pres­

sure at a liquid-liquid interface depends on the average pore-scale fluid velocity according 

to a power law. Downward infiltration experiments done by Geiger and Durnford [15] 

have also shown that the capillary pressure at the infiltration front is Darcy velocity de­

pendent. Siebold et al. [49] attributed the differences between capillary rise experiments 

in powder packings and the Washburn theory for infiltration into a capillary tube to a flow 

velocity dependent contact angle. DiCarlo [9] also observed that the capillary pressure at 

an infiltrating water front is not constant and is associated with the flow velocity. Weis-

brod et al. [56] found that a GA model with a contact angle which is significantly larger 

than the equilibrium contact angle can well describe the early stage of upward infiltration. 

Therefore, there is a need to generalize the GA model to account for a dynamic capillary 

pressure at the wetting front that depends on the front velocity. 
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1.6 Outline of the dissertation 

Chapter 2, "Pore-scale analysis of the effects of contact angle hysteresis on blob mo­

bilization in a pore doublet", contains a published paper [21], and presents a series of 

experiments to visualize a blob in a model pore doublet under different external pressure 

differences. This pore model allows for a bypass or background flow of the wetting phase 

to generate the external pressure gradients that act on a trapped blob. The main objec­

tives of the experiments are to measure the distribution of the contact angles and the 

curvatures of the menisci of a blob that is being mobilized, and to test the hypothesis that 

the Jamin effect on a blob in a straight tube is indeed due to contact angle hysteresis. 

Chapter 3 of the dissertation, "Theoretical and experimental study of resonance of 

blobs in porous media" consists of a paper which is currently under review. I investigate 

the frequency response of blobs in a capillary tube and a sphere packing to oscillatory 

pressure differences. The PLIF technique is used to visualize the dynamics of blobs in the 

porous media. Along with the measured pressure data, I determine the frequency response 

of the blobs. 

Chapter 4 of the dissertation, "Incorporation of dynamic capillary pressure into the 

Green-Ampt model for infiltration," contains a published paper which proposes a modified 

GA model to describe infiltration [20]. In this chapter, I formulate a general GA model 

accounting for a dynamic capillary pressure which depends on the flow velocity through 

a power law. With semi-analytical solutions, I reanalyze the infiltration experiments per­

formed by Geiger and Durnford [15] and infer functional forms for dynamic capillary 
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pressure. Furthermore, I show that the new theory describes infiltration experiments by 

Tabuchi [53] better than the classical GA approach. 

Chapter 5 summarizes the findings and conclusions of the three essays. The potential 

applications of combining these findings to enhance blob mobilization are also discussed. 

Furthermore, future work on blob mobilization and dynamic capillary pressure is mentioned 

in this chapter. 
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Chapter 2. Pore-scale Analysis of the Effects 

of Contact Angle Hysteresis on Blob 

Mobilization in a Pore Doublet 

Abstract 

The mobilization of residual oil blobs in porous media is hampered by the so-called 

Jamin effect. We studied the Jamin effect experimentally in a pore doublet model and 

explain it through contact angle hysteresis. We measured the contact angles (in 2D and 

3D) and the mean curvatures of a blob trapped in the pore doublet model. Due to gravity 

effects and hysteresis, the contact angles were initially (subject to zero pressure gradient) 

nonuniform and exhibited a pronounced altitude dependence. As the pressure gradient was 

increased, both the altitude dependence and nonuniformity of contact angles decreased, 

and the mean curvature of the drainage and imbibition interfaces increased and decreased, 

respectively. The predicted pressure drops inferred from our theory were in line with the 

directly measured ones. We also developed methods to measure contact angles and mean 

curvatures in 3D. 
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2.1 Introduction 

When an oil reservoir is water flooded, the displaced oil leaves behind significant 

numbers of residual blobs trapped in pores [15]. The petroleum industry has a major 

economic interest in mobilizing these blobs. Taber [30] pointed out that the trapping is 

due to the "Jamin effect," i.e., nonwetting blobs can sustain pressure gradients in the 

surrounding wetting phase, even in a cylindrical capillary tube. Smith and Crane [29] 

derived a theory for a tube exposed to the atmosphere on one end and acted upon by a 

pressure p on the other end. The maximum or critical pressure p' which n bubbles in a 

capillary tube can sustain is a function of interfacial tension and the tube radius, as well 

as advancing and receding contact angles. However, no experiments have been performed 

to investigate the link between the Jamin effect and contact angle hysteresis. 

Melrose and Brandner [15] theoretically predicted the critical pressure gradient needed 

to remobilize a blob trapped in a packing of uniform spheres: 

where r s p  is the radius of the spherical particles, AL is the length of the blob in the 

flow direction, N is this length measured in units of the particle diameter 2rsp, and J'dr 

and J[m are the critical total curvatures of the blob's downstream and upstream fluid-

fluid interfaces that undergo drainage and imbibition, respectively. (Note that the total 

curvature J is twice the value of the mean curvature H.) These curvatures are related 

&p\  " { J 'ar- JL ]  

AL)cr,l 2N'~.r 

(2 .1)  
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to contact angle through J'dr = 2JdrZdr cos(9)/R and J ' i m  = 2J i m Z i m  cos(9) /R  where 

Z,ir and Zim are correction functions that account for differences between the underlying 

model pore system and the sphere packing, jdr and Jim are the normalized values of the 

two limiting curvatures for the case of zero contact angle, and R is a characteristic distance 

for the pore model. For the case of zero contact angle, 9 = 0, Melrose and Brandner 

[15] related the critical pressure gradient given by Eq. (2.1) to the corresponding critical 

capillary number 

Ca c r l t  = (^ ) c r i t  = ( j d r  -  4n) (2.2) 

where q is dynamic viscosity of the liquid, v  is Darcy velocity, k r w  is the relative perme­

ability of water, k. is the intrinsic permeability, and <j> is the porosity. Similarly, Ng et al. 

[22] derived an expression for the critical capillary number that is based on the average 

pore- th roa t  rad ius  r t  and the  average pore-body  rad ius  r b :  

C a - = £  ( k -  ̂  <"> 

where k( is the effective permeability of the porous medium. Ng and Payatakes [21] 

accounted for contact angle hysteresis when calculating a so-called appendix mobilization 

number. When determining the critical blob mobilization condition, however, they used 

the further simplification that 6^ = 9^ = 9e where 9e is the intrinsic contact angle, 

and 9^ and 9^ are the equilibrium receding and advancing contact angles. 

Over decades, Eq. (2.2) and Eq. (2.3) have been used to study immiscible flow in the 
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subsurface [16] and blob mobilization during enhanced oil recovery based on surfactant 

flushing [23], polymer flooding [14], and vibratory or acoustical enhancement [24, 6]. 

Although the contact angle in oil reservoirs is quite variable and affects oil recovery [20], 

most of these studies have neglected contact angle hysteresis or even assumed a contact 

angle of zero. 

Blob mobilization has also been investigated experimentally. Both Smith and Crane 

[29] and Gardescu [9] experimentally verified the Jamin effect in a capillary tube with 

circular cross-section where water was a partially wetting fluid. They suggested that 

the Jamin effect is due to contact angle hysteresis. Rose and Heins [26] showed that the 

difference in the receding and advancing contact angles caused a pressure drop in addition 

to the viscous pressure drop. Dong et al. [8] studied the variation of the pressure drop 

during the mobilization of a nonwetting oil blob in a single glass tube. They then imposed a 

very small constant flow and observed the mobilization process. They have shown that the 

"Jamin effect is an external expression of the resistance of the tube wall to the viscous 

pressure drop of slug flow." They mentioned that the constant pressure drop during 

the hold-up stage, which precedes blob movement, is due to contact angle hysteresis. 

However, they neither measured contact angles nor compared the constant pressure drop 

to the calculated pressure drop from Eq. (2.1). Thus contact angle hysteresis has not 

been proven to be the only cause of the Jamin effect. 

After the 1960s, most blob mobilization studies investigated the effects of interfacial 

tension, pressure gradient, liquid density, and pore geometry. Although Morrow [18] 
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had mentioned that contact angle hysteresis tends to increase the capillary forces which 

control oil recovery, none of the above-mentioned experimental studies directly measured 

the contact angles and determined the effect of contact angle hysteresis on the Jamin 

effect and blob mobilization. 

To summarize, there is a need for blob mobilization experiments in a multiply connected 

porous medium that allows for a bypass or background flow of the wetting phase and 

that allows one to study the effects of contact angle hysteresis on blob mobilization. It 

is also not yet clear whether the contact angles on the contact lines of the drainage 

and imbibition interfaces will assume, everywhere on the contact lines, the values of the 

equilibrium advancing and receding contact angles 9^ and 6^q\ respectively, once a 

blob is mobilized due to a gradually increasing pressure gradient. This point is important 

because the contact angle of an interface of a stationary blob could be nonuniform even 

when the blob is mobilized. Thus one could argue that a blob can still be mobilized 

once 6^ and 6^ are assumed on only part of all points of the drainage and imbibition 

interfaces, respectively, which in turn would critically affect the mobilization condition. 

The main objectives of this chapter are to measure the distribution of the contact 

angles and the curvatures of the liquid-liquid interfaces of a blob that is being mobilized 

and to test the hypothesis that the Jamin effect on a blob in a straight tube is indeed 

due to contact angle hysteresis. Due to experimental limitations, a relatively large tube 

diameter had to be chosen, such that gravity affected the shape of the fluid-fluid interfaces, 

even though gravity did not significantly affect blob mobilization, because the pore doublet 
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model was oriented horizontally. Given the difficulty of modeling curved interfaces in three 

dimensions (3D), we pursue a ID modeling approach. We assume that an interface of a 

blob can be described by a spherical cap that possesses a single effective contact angle. 

We divide the tube into three sections: the wetting liquid in front of the receding interface, 

the blob itself, and the wetting liquid behind the advancing interface. We use Poiseuille's 

law to model flow in each of the three tube sections. In Section 2.2, we extend [5] theory 

for immiscible flow in a pore doublet model to calculate the relationship between the flow 

rate and the pressure drops across the pore doublet model with and without a trapped 

blob in one of the tubes. Section 2.3 is devoted to the introduction of the pore doublet 

model, a non-invasive Planar Laser-Induced Fluorescence (PLIF) visualization technique 

for measuring contact angles and curvatures, and the experimental procedure. In Section 

2.4, we present experimental results about the dynamics of the 2D and 3D contact angles 

and mean curvatures of a blob's interfaces if the blob is subjected to different pressure 

gradients. In Section 2.5, we confirm that the Jamin effect in a straight tube is indeed 

due to contact angle hysteresis. 

2.2 Theory 

Chatzis and Dullien [5] used pore doublet models in a series of pioneering theoretical 

analyses and experiments of immiscible displacement in porous media. In contrast to 

Chatzis and Dullien, who investigated blob trapping, we focus on the mobilization of the 

trapped blob due to a bypass flow of the continuous liquid. Thus our study mimics the 
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mobilization of blobs trapped in porous media by the water flooding method. 

All contact angles used in this chapter, except for the intrinsic contact angle 9 e ,  are 

apparent contact angles which can be observed with standard optical equipment. The 

contact angles on the contact line of an interface depend on the flow process that formed 

the interface. Even though gravity does not affect 9e according to Young's equation, 

Sasges and Ward [28] and Gu and Yang [10] have shown that gravity affects both the 

apparent equilibrium contact angle and the curvatures of the interfaces in a capillary 

tube. Therefore contact angles along the same contact line can be nonuniform due to 

gravity. Since contact angle and curvature are actually nonuniform, we must therefore 

infer effective/average contact angles and curvatures that we can then use in the modeling. 

Our pore doublet model consists of two capillary tubes (Tube 1 and Tube 2) connected 

to a syringe pump and a liquid reservoir, both of which contain the continuous liquid 

that creates the bypass flow (see Figure 2.1). The imposed steady-state flow rates are 

sufficiently small so that the Reynolds number Re < 1. Therefore single-phase flow in 

a tube is described by the Poiseuille equation. The flow rate in any section of a tube is 

Figure 2.1: Sketch of our experimental pore doublet model. PI and P2 are pressure 
transducers. 

i  a  u  i  d  
Reservoir 

u b e  

Syr inge Pump 
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given by Q — —kr 4 dp/dz  where r  is the radius of the tube, k  — 7r/(877) r and dp/dz  is 

the pressure gradient [2]. The system of equations of flow rates and pressure gradients is 

where Q t  is the total flow rate in the system, i.e. the pumping rate, Qj is the flow rate 

in Tube j, Ap is the pressure drop across the pore doublet model (between points A and 

B in Figure 2.1), and Lj is the length of tube j also between A and B. If Qt is known, 

we can calculate Ap for single-phase flow: 

Figure 2.2 illustrates the interfaces of a trapped blob in a horizontal tube and our 

coordinate system. By cutting the blob with x-y planes z — Zi we obtain profiles as 

the ones shown in Figure 2.3a. Gravity and surface heterogeneity lead to non-spherical 

interfaces and nonuniform contact angles. Figure 2.3a illustrates how a trapped blob 

responds to a gradually increasing pressure drop Ap. For zero forcing, Ap — 0, the blob 

is assumed to be symmetric, i.e. the bottom as well as the top contact angles are equal. 

When \Ap\ increases, the contact points remain pinned, but the liquid-liquid interfaces 

change their shapes. The contact angles on the interfaces also change from initial values 

2 

(2.4) 

% = ] = 1,2 

(2.5) 
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0q and #o to @im anc' 9im on the imbibition interfaces, and to 6dr and dl
dr on the drainage 

interfaces. Figure 2.3b shows the average (arithmetic mean) of the top and bottom 

contact angles of the drainage and imbibition interfaces, i.e., the values (8dr + 6dT)/2 and 

{6b
irn 4- 6\m)/2, as a function of Ap. 

For a trapped blob, Q\ = 0, Qt = Q2, and the pressure drop amounts to 

Ap = [Jdr ~ Jim] (2.6) 

where Jd r  and J i m  are the total curvatures of the drainage and the imbibition interfaces, 

respectively. Note that J& and Jim are usually not equal to J'dr and J'irn in Eq. (2.1), 

because a trapped blob does not have to be in the critical condition for mobilization. The 

x 
z 

Figure 2.2: Schematic representation of a blob in a cylindrical tube. The x-axis of our 
orthogonal coordinate system is parallel to the axis of the horizontal tube, and the y-axis 
is vertical. The blob is shown in blue. The intersection, which is shown in the dark blue 
cross-section, of the blob and the light green plane z = Zi yields profiles as the ones shown 

in Figure 2.3a. 
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Figure 2.3: (a) Cross-section of a blob subject to a pressure drop Ap accomplished by a 

change in wetting phase pressure on the right side of the blob. The two solid horizontal 
line segments represent the boundary of the tube. The solid curves (Stage A) show the 
profiles of the gravity-distorted interfaces for Ap — 0. The non-solid curves (Stages B 

and C) show the profiles of the gravity-distorted interfaces for |Ap| > 0. (b) Average 

contac t  ang le  o f  the  dra inage and imb ib i t ion  in te r faces  as  a  func t ion  o f  Ap.  
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Ap given by Eq. (2.6) represents not only the driving force of Q t  in Tube 2 but also the 

sustained pressure due to the Jamin effect on the blob. 

Before reaching the critical condition for mobilization, the contact angles on both 

interfaces can be between the equilibrium advancing and receding contact angles, 9^ 

and 9^q\ If the interfaces are spherical and contact angles are uniform on the contact 

lines, Jrfr = 2 cos(6,,ir)/r1 and J[m = 2 cos{9im)/rx where 9dr and 6im are contact angles 

on the drainage and imbibition interfaces. If not, 9dr and 9im can be determined by using 

average or effective contact angles. 

In order to move a blob, the pressure drop across the blob needs to overcome the 

difference between the capillary pressures at the drainage and imbibition interfaces when 

the contact angles reach the receding and advancing contact angles, respectively. The 

critical pressure drop is 

Apm« =-a [JJr - J,'J (2.7) 

while the critical flow rate is given by 

Qcrit = » WV - JU) ^ (2.8) 

where J'dr and J ' i m  are critical curvatures and J ' d r  > J' i m .  If contact angles were uniform 

on each of the two contact lines, J'dr = 2 cos(9^)/r and J'im = 2cos(0^)/r. 

Once |Ap| > \Ap c r i t \ ,  the blob moves, that is, Q j > 0, and the pressure drop across 
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the model becomes 

Ap 

_ 1  (  -i 
(2-9) 

where L i c  is the total length of the continuous liquid in Tube 1, k c  =  TT/ ( 8T] c ) ,  r j c  is the 

viscosity of the continuous liquid, is the length of the blob in Tube 1, = 7r/(8r/b), 

and r}b is the viscosity of the liquid that forms the blob. If contact angles were uniform 

on each of the two contact lines, Jdr = 2cos(9^yn^)/ri and Jim = 2 cos(9^vn^)/ri where 

which depend on the capillary number Ca = r j v /a  [26, 25, 11]. 

The critical pressure drop and flow rate can be inversely determined from the measured 

contact angles or the measured interface curvatures by using Eqs. (2.7) and (2.8). Also 

once the blob moves, we can invert Eq. (2.9) to estimate Qi and the velocity of the blob 

for a given Qt or pressure drop A p. 

Our pore doublet model consists of two different tubes (see Figure 2.1). While Tube 

2 is a simple PTFE axially symmetric tube with an inside diameter of 1.9 mm, Tube 1 is 

and 6^yn'> are the dynamic contact angles of the drainage and imbibition interfaces 

2.3 Methods 

2.3.1 Pore doublet model 
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more complex in order to allow for an unobstructed visual observation of a blob therein. 

Tube 1 consists of three sections. Like Tube 2, both the first and third section consist 

of PTFE tubing. The second section, however, is made from an acrylic rectangular prism 

through which a hole with a diameter of 2 mm was drilled parallel to the long axis of the 

prism. The length of each tube (from A to B) is 242 mm. Tubes 1 and 2 are connected 

at one end by a T-connector at point A and then to a syringe pump. The other ends 

are also connected by a T-connector at point B and then to a liquid reservoir. Pressure 

transducers (PX 170, Omega) are installed on both sides of the pore doublet. 

2.3.2 Blob visualization 

We applied the PLIF technique, a non-invasive method of flow observation [17], to 

visualize the blob dynamics. PLIF experiments require that the refractive indices of the two 

liquid phases and the solid phase (acrylic flow cell) match. The choices of two immiscible 

liquids, both of which have the refractive index of 1.49 and at least one of which must 

be compatible with laser dyes, is limited. We chose oil-based Code 5095 and water-based 

OHZB from Cargille Lab whose densities are, however, very different. The two liquids 

cannot visually be distinguished from one another. To do so, we added the fluorescent 

dye Sulforhodamine G, which can be excited by lasers with wavelengths around 532 nm, 

into the liquid OHZB, and injected it into the liquid code 5095-filled tube to form a blob. 

The blob became visible by illumination with a laser light sheet which was generated by 

a 1.5 W DPSS laser (532 nm wavelength) beam passing through a series of lenses. The 
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properties of the two liquids are shown in Table 2.1. The interfacial tension between the 

two liquids (one with the fluorescent dye) was measured by the sessile drop method [4], 

Table 2.1: Properties of liquid phases at 25°C. 

Wetting phase liquid Nonwetting phase liquid 
code 5095 OHZB 

Density p (g/cm3) 0.869 2.055 
Kinematic Viscosity v (cSt) 15 5 
Interfacial tension a (dyne/cm) 6.72 

A PC-controlled high-speed CMOS digital camera (Basler 504Kc), 500 frames/sec 

at full spatial resolution of 1280x1024 pixels, was used to record the dynamics of the 

fluorescent blob. The images of a blob's cross-sections were analyzed to detect phase 

boundaries with edge detection software tools. 

In 3D PLIF, the higher the number of cross-sectional images at different positions in 

the ^-direction, the better the quality of the reconstructed 3D blob image is. However, the 

thickness of the laser light sheet which cannot be arbitrarily lowered limits the number 

of the cross-sectional images. Therefore, the thickness of the light sheet, but not the 

resolution of the digital camera, determines the maximum achievable quality of the 3D 

images. We managed to create sheets that were 50 thick. In order to obtain high 

quality 3D blob images, we chose a tube diameter in which a blob in the tube was 

discretized by 40 cross-sectional images at different positions in the z-direction. Therefore, 

Tube 1 had to have a relatively large diameter of 2 mm that allowed gravity to affect the 

blob shape. 

We reconstructed 3D blob images from a series of images of equally spaced and 
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parallel cross-sections. The intersection between the vertical plane and the blob in Figure 

2.2 shows an example of a cross-section. The intersections of the laser sheets with the 

blobs were up to 6 mm wide and 50 fim thick. After an image was recorded, a precision 

translation stage moved the camera, the optical lenses, and the light sheet in the direction 

normal to the light sheet. Thus, the diameter of the blob, i.e. 2 mm, was covered in 40 

steps of 50 /jm. The whole scanning process was completed in 1 min. The resulting 3D 

image was then segmented into the two liquid phases and the solid phase. Thus, we were 

able to identify the solid-liquid interface and the two liquid-liquid interfaces. 

2.3.3 Contact angle and curvature measurement 

Liquid-liquid interfaces of a sessile drop or an axially symmetric blob in a capillary tube 

can be delineated, and 2D contact angles can be determined from the meridian profile 

of the interfaces [26, 28, 10, 3]. Specifically, we fitted polynomial curves to the blob's 

meridian profiles and determined the angles 9 between the tangents of the fitted curves 

and the cylindrical walls at the contact points. In the Cartesian x-y plane this amounts 

to 

where the x-axis coincides with the lower wall of the tube, the ;y-axis is normal to the wall, 

and //' is the location of contact point [3]. Two contact angles were determined from a 

single interface: the top one is at a contact point on the upper wall of the tube, and the 

bottom one is on the lower wall. 

0 = arccot (2.10) 
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We further developed a method to measure 3D contact angles on an entire contact 

line of a 3D blob not restricting ourselves to the meridian profile. The contact angles in 

the continuous/wetting liquid can be estimated through the angles between two normals 

along the contact lines: a normal of the liquid-liquid interface pointing into the nonwetting 

phase and a normal of the solid-liquid interface pointing into the liquid. 

The method is based on analyzing the series of 2D images from which 3D images of 

the blob are reconstructed. The imaged 2D cross-sections are defined in the x-y plane and 

were acquired for different ^-positions. The liquid-liquid interfaces of the cross-sections, 

which are curves, were fitted by polynomial curves Xxy(y, z). The superscript xy means 

that the fitted 2D polynomial functions were on the x-y plane. After processing all 2D 

images, we had a set of polynomial curves X*v(y,Zi) in x-y planes for different 2 values 

Zf where i = 1,..., N, and N is the number of 2D images. The x, z coordinates of the 

curves on the 3D interface in the x-z planes with different values of yt were interpolated 

from X'iV{y, Zi) and fitted by polynomial curves Xfz(yi, z) in the x-z plane with different 

t j u  which  now fo rm x-z  curves  on  the  l iqu id - l iqu id  in te r faces .  A t  a  po in t  r '  =  {x ' ,y ' , z ' ) ,  

where the curves X*v and Xfz intersect on a three-phase contact line, we have the two 

tangential vectors 

(2 .11)  
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while the normal vector of the tangential plane of the liquid-liquid interface is 

y'< z') = y', z') x vfz(x', y, z') (2.12) 

The 3D contact angle 9 : w (x ' ,  y ' ,  z ' )  at the point r '  is defined to be the angle between the 

normal  vec tor  o f  the  cap i l la ry  tube sur face  f i t  and n i n l :  

93D(X',!(',J') = COS-1 (2.13) 
\n m t  I \ n t  

Without measuring contact angles, one can determine the capillary pressure by using 

the general Young-Laplace equation which holds true for an arbitrarily curved fluid-fluid 

interface: 

p c  = 2a H (2-14) 

where H is the mean curvature. The curvature at a point r '  equals 

1 , ,  ,  E N  +  G L - 2 F M  

~ 2 ( " 1 +  ' 2 ) -  2  ( E G - F 2 )  ^  ^  

where k \  and k 2  are two principal curvatures, and E,  F ,  G,  L ,  M,  and N are the 

coefficients of the first and second fundamental form evaluated at r' [13]. From a pa­

rameterization of the interface, x = x(u,v), one can determine the coefficients of the 

first fundamental form via E — xu • xu, F = xu • xv, and G = xv • xv. Using the unit 
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X X X 
normal n = rrr, the coefficients of the second fundamental form are L = x u u  •  n ,  

j 2 u X X v J 

M = x u v -n ,  and N = x v v -n .  In order to estimate the derivatives of the parameterization, 

e.g., xu or xuu, via difference quotients, we first approximated the fluid-fluid interface by 

a mesh X, Y and Z using the fitted polynomial functions Xxy. The mesh covers a rect­

angular 2D domain that contains the circular domain C over which the approximation of 

the fluid-fluid interface is defined. We used the mesh as an input and computed, among 

other things, the mean curvature H via difference quotients. We considered only those 

values of H that were obtained at points p in the interior of C, i.e., p and all neighbors 

o f  p i n  the  mesh must  be  in  C.  

2.3.4 Experimental procedure and measurements 

Performing a blob mobilization experiment involved the following major actions: (1) 

the tubes and flow cell were cleaned with Dl water and carefully dried; (2) after filling 

the entire pore doublet model with liquid code 5095, we formed a blob by injecting 15 

Iil fluorescent OHZB liquid into Tube 1; (3) after giving the blob 2 to 3 hrs to reach 

equilibrium, we applied a small pumping rate of 0.03 ml/min so that the blob was not 

observably moved from its original position; (4) we measured the pressure on both sides 

of the pore doublet model; (5) we illuminated the central x-y cross-section of the blob 

with a laser light sheet, recorded it, and measured the 2D contact angles of the two liquid 

interfaces on both sides of the blob; (6) we recorded the blob's shape in 3D by recording 

the blob's x-y cross-sections at steps of 50 /im normal to the laser light sheet; (7) we 
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increased the pumping rate by an increment of 0.03 ml/min, waited 3 minutes for the flow 

to reach steady state, and (8) repeated steps (4) to (7) until the blob velocity exceeded 

10 pixels (73 //m) per minute. At Step (5), we were able to check whether the blob was 

mobilized and, if so, determined the blob velocity from the 2D blob images. 

2.4 Results and conclusion 

2.4.1 Pressure transducer calibration 

The two pressure transducers PI and P2 were calibrated with known hydrostatic pres­

sures. The calibration curves in Figure 2.4 illustrate the linear response of the two pres­

sure transducers. Their pressure/voltage ratios are 0.14651 inch(water)/mV and 0.14273 

15 
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O 
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<D 
o> 
03 

(^Transducer P1 
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Pressure head (water) [inch] 

Figure 2.4: Calibration curves of the two pressure transducers PI and P2. 
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inch(water)/mV with R 2  = 0.99993 and R 2  = 0.99998, respectively. The calibration 

curves were used to invert measured voltages to pressures. 

We measured the pressure drop during steady-state single-phase flow of the liquid code 

5095 (without blob) across our pore doublet model. Figure 2.5a shows that the measured 

pressure drop agrees well with the one modeled according to Eq. (2.5) for pumping rates 

ranging from Qt = 0.01 ml/min to 0.09 ml/min. The Reynolds number ranged from 

3.5 x 10~3 to 3.15 x 10~2. The capillary length, which is y/a/(Ap g), was 0.076 cm, 

where Ap is the density difference between the two liquids, and g is the gravitational 

acceleration. Increasing Qt by 0.01 ml/min increased the pressure drop across the model 

by about 2 Pa (0.2 mm of a water column). Flow velocities in the tubes ranged from 2.3 

to 20.7 m/day which roughly corresponds to flows that occur during the water flooding 

of oil reservoirs [19]. However, the tube radius is orders of magnitude larger than the 

pore size in typical reservoir rock. Therefore the pressure gradient in real reservoirs is also 

orders of magnitude larger than the one used in the experiment. 

2.4.2 2D contact angles and blob mobilization in pore doublet 

model 

After injecting a blob into Tube 1, we recorded the blob dynamics and pressure drop 

across the pore doublet model, Ap, for different pumping rates Qt\ 0, 0.03, 0.06, 0.09, 

0.12, 0.15, and 0.2 ml/min. The pressure drop across the pore doublet model as a function 

of Qt is shown in Figure 2.5b where the modeling is based on Eq. (2.9). The blob was 
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Figure 2.5: Q t  versus Ap across the pore doublet model (a) without and (b) with a 15-/il 

blob. 

measurably mobilized at flow rates larger than a critical flow rate of 0.12 ml/min. Here 

"measurably" means that the blob moved more than 1 pixel (7.3 fim) per minute. The 

measured critical pressure drop at the critical flow rate was 17,5 Pa. A comparison of 
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Figure 2.5a and b shows that the pressure drop in the pore doublet model with a blob 

was larger than without a blob for all flow rates, because the blob in Tube 1 was sustaining 

a pressure gradient without any movement, and all the flow was through Tube 2. For flow 

rates Qt < 0.12 ml/min, the measured pressure drops in Figure 2.5b equal the sustained 

pressures of the trapped blob due to the Jamin effect. 

We used the image analysis tool box of MatlabTA/ to segment the liquid and solid 

phases and to identify the interfaces of the blobs. We have visually compared the results 

of the interface identification with the original image and are confident that our image 

analysis did not generate significant errors. 

The drainage and imbibition interfaces are shown in Figure 2.6a/b for different Q t .  In 

the pore doublet model with one blob, imbibition takes place on one side of the blob, and 

drainage takes place at the same time on the other side. As Qt increases, the drainage and 

imbibition interfaces move to the left toward the wetting phase liquid and the nonwetting 

phase liquid, respectively. 

The contact angles were determined through fitting polynomial curves to the inter­

faces. The fitted polynomial curves were represented as functions x(y). There are infinitely 

many contact angles along the contact line of an 3D interface, but in 2D we can measure 

only two: at the top and the bottom of the meridian profile. These contact angles seem 

to be the largest and the smallest ones of all contact angles on the contact line. The top 

and bottom contact angles for different flow rates were calculated using Eq. (2.10) and 

are shown in Figure 2.7a/b. As Qt increases, both the top and bottom contact angles 
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Figure 2.6: Meridian profiles of (a) drainage and (b) imbibition interfaces for different Qt. 

The stars are identified interface points, and the solid lines are fitted curves. The blob is 
on the right side of the drainage interface and on the left side of the imbibition interface. 
In both plots the meridian profiles from right to left correspond to Qt = 0, 0.03, 0.06, 

0.09, 0.12, 0.15 and 0.2 ml/min. 
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Figure 2.7: Top and bottom contact angles on (a) drainage and (b) imbibition interfaces 

as  a  func t ion  o f  Q t .  

decrease on the drainage interface but increase on the imbibition interface. For the same 

Qt, the two 2D contact angles differ for a stationary blob (trapping regime) on both the 
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drainage and imbibition interfaces. This might be mainly due to contact angle hysteresis 

and gravity. Once a blob is mobilized (mobilization regime), the two contact angles on 

the drainage and imbibition interfaces are approximately equal. This suggests that a blob 

is only be mobilized once contact angles reach the advancing/receding contact angles. 

In order to get an idea of the effect of gravity on contact angles, we relate the 

gravita t iona l  p ressure  d i f fe rence across  the  in te r face ,  Ap g ,  to  the  cap i l la ry  pressure ,  p c ,  

[7] 

lAPgl = \&PgR2\ t2 16) 
\pc\ |a cos 9\ 

where Ap is the density difference between the liquids, and 0 is a typical contact angle. 

In our experiments, |Aps|/|pc| ~ 5 to 7. Clearly, the effect of gravity on the meridian 

profiles of liquid-liquid interfaces is important, and it explains why the measured contact 

ang les  on  top  d i f fe r  f rom the  ones  a t  the  bo t tom for  the  same Q t .  

Using Eq. (2.9) and assuming the contact angle to be uniform on each fluid-fluid 

interface, the pressure drop across the pore doublet containing a blob can be written as 

Ap = - — [cOS(^r) - COs(0im)] - yi (j1-) ~ T~ (t-) (2'17) 
' 1 "-b \ 1 b J \ L' X c  /  

where 6(ir and 6im are contact angles on the drainage and imbibition interfaces (in the 

case of a trapped blob Q\ = 0). However, the two contact angles (top and bottom) 

measured on the meridian profile of an interface of the blob are different. 

To deal with the nonuniform contact angles, three different strategies were pursued. 
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We replaced 6& and 9im with top contact angles, bottom contact angles, and averages 

of the two (top and bottom) contact angles on meridians of the drainage and imbibition 

interfaces. The pressure drops Ap calculated by the different strategies are shown in 

Figure 2.8. The measured and predicted pressure drops resulting from the use of three 

different contact angles are quite similar to one another except for Qt = 0.2 ml/min, at 

which the mobilized blob moved with the highest velocity. The three predicted pressure 

drops converge at the end of the trapping regime, because then the top and bottom 

contact angles are very close to one another. In addition, although the top and bottom 

contact angles differ by about 20 degrees in the blob trapping regime, the predicted 

pressure drops are still close to one another. This is because the pressure drops depend 

Figure 2.8: Measured and predicted pressure drops Ap versus Q t .  The modeling is based 

on Eq. (2.17) and uses different measured contact angles 6 as an input: "Ave." is the 
average of top and bottom contact angles; "Top" is the top contact angle; and "Bottom" 
is the bottom contact angle. 
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on the differences of cos^r) and cos( 6 i m )  and not on the difference between the contact 

angles on the same interface. The results in Figure 2.8 support the use of 2D contact 

angles to determine the pressure drop across blobs in capillary tubes even if, due to gravity, 

the interface of a blob is not axially symmetric. 

2.4.3 3D contact angle and mean curvature 

Sample 3D images of blobs reconstructed from a series of 2D images are shown in 

Figure 2.9. Figures 2.10 and 2.11 show the distribution of the 3D contact angles 

calculated from Eq. (2.13) on the drainage and imbibition interfaces along the contact 

lines for different altitudes y. For Qt = 0 when the blob was trapped, contact angles at 

a high altitude are smaller than the ones at a low altitude on both interfaces. We again 

attribute the altitude dependence of the contact angles to the effects of gravity on the 

initial shape of the blob. For Qt — 0.2 ml/min, where the blob moved at an extremely slow 

pace (1.13 /im/s), the contact angles are independent of the altitude and approach what 

we believe to be the advancing and receding contact angles. However, two contact angles 

even at the same altitude (two data points with the same y values) may differ by up to 30°. 

Theoretically, there should be unique values of the advancing and receding contact angles. 

The discrepancy between our experimental observations and our theoretical expectations 

are mainly due to image noise; however, microscale heterogeneity in wetting properties 

could also be a reason, even though we attempted to achieve homogeneous systems. 

In Figure 2.12, we plotted the average 3D contact angles and their standard deviations 
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(error bars) on both contact lines as a function of Qt. As Qt increases, the average 3D 

contact angles on the drainage interface decrease, and the ones on the imbibition interface 

increase. The values of the average 3D contact angles are close to the average 2D contact 

E 
E 

0.73 

x [mm] 
z [mm] 

(b) 

Figure 2.9: 3D blob images for (a) Qt = 0 ml/min and (b) Qt = 0.2 ml/min. 
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Figure 2.10: 3D contact angle 9iD on drainage interface along the contact line at different 
heights y subject to Qt of (a) 0 ml/min and (b) 0.2 ml/min. The solid lines are the linear 
regression lines and the dashed lines are the 95% confidential bounds of the regression. 

angles. However, the error bars of the contact angles on both interfaces do not decrease as 

Qt increases. On the imbibition interface, the error bars of contact angles even increase 
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Figure 2.11: d:iD on imbibition interface along the contact line at different heights y subject 
to Qt of (a) 0 ml/min and (b) 0.2 ml/min. The solid lines are the linear regression lines 

and the dashed lines are the 95% confidential bounds of the regression. 

as Qi increases. This differs from the results for the 2D contact angles. Due to the 

significant image noise, we are not able to show whether the 3D contact angles along the 
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Figure 2.12: Average 3D contact angle O^D with error bar (standard deviation) at different 
Qt on (a) the drainage interface and (b) the imbibition interface. 

contact lines were uniform once the blob was mobilized. 

The image noise might be due to the low quality of the image data used to fit the 

x-z polynomial curves Xxz(y,z). In the future, we could setup another optical system 
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Figure 2.13: Average 3D contact angle 93d for the drainage and imbibition interfaces 

versus A p. 

perpendicular to the original one to simultaneously scan and record a series of 2D cross-

sectional images of the blob in both the y and the z directions. This measure would 

increase the image resolution in the x-z plane and reduce the measurement error of the 

3D contact angles. 

Figure 2.13 shows how the average 3D contact angle depends on the measured 

pressure difference A p. The figure clearly illustrates that the Jamin effect can be caused 

by a pressure gradient which results in a change in contact angles that eventually leads 

to blob mobilization. 

To predict the pressure drop Ap from 3D contact angles via Eq. (2.17), we used the 

average contact angles on the two contact lines for Qllr and 6un. Figure 2.14 shows 

that the predicted Ap agree well with the values inferred from average 2D contact angles 
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Figure 2.14: Pressure drop predictions by different methods: "ave. 2D" is the average of 

the 2D contact angles, "ave. 3D" is the average of the 3D contact angles, and "curvature" 

is the average of mean curvatures. 

on the meridian profiles. Moreover, Figure 2.8 has shown that Ap inferred from either 

the bottom or the top 2D contact angles on the meridian profiles agree well with the 

values inferred from average 2D contact angles. Therefore the predictions of the pressure 

drops depend only a little on the choice of the kind of contact angle, i.e. measured at 

the top, the bottom, or averaged. However, with the exception of Qt = 0.2 ml/min, the 

predictions are most accurate if the average of top and bottom contact angles from the 

blob's meridian profile in 2D is used. Note that the blob's meridian profile is the longest 

of all profiles and also has the most sampling points. The predictions based on truly 3D 

contact angles were very close to the measured data for Qt — 0 ml/min and 0.03 ml/min 

but deviate more from the measured data as Qt increases. The largest deviation occurs 
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for Q l  = 0.12 ml/min and 0.15 ml/min, likely because the blob was being mobilized. For 

Qt = 0.2 ml/min, the pressure predictions from all kinds of contact angles are very similar, 

although they all differ considerably from the measured value. Besides the measurement 

errors, we believe that Eq. (2.17) cannot full describe the pressure drops when the blob 

is moving. However, we have not been able to identify the physical mechanisms that our 

model does not adequately describe. 

By using Eq. (2.15), we calculated the mean curvature H of all points on the drainage 

and imbibition interfaces (see Figure 2.15 and 2.16). Since the densities of the two 

liquids are significantly different, H on an interface is nonuniform in order to balance the 

hydrostatic pressure distributions on both sides of an interface. Unlike contact angles 

which involve physical-chemical complexity between liquid and solid phases, the profile of 

equilibrium H versus y of the interfaces of the blob is controlled only by the hydrostatic 

pressures [10]: 

-Apgy + (pjvo - Pwo) = 2aH (2.18) 

where p,\<o and pwo are reference pressures of the nonwetting and the wetting phases at 

y = 0. Therefore 

dH A pg 
^  =  "£  ( 2 1 9 )  

The average slope of H, dH/dy,  as determined by linear regression of the data shown in 

Figure 2.15a and 2.16a is -0.70±0.02 mm-2. From Eq. (2.19), we could back calculate 

a = 8.30 ± 0.24 dyne/cm. We also measured the interfacial tension with the sessile drop 
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Figure 2.15: Mean curvature H on drainage interface along the contact line at different 
heights y subject to Qt of (a) 0 and (b) 0.2 ml/min. The solid lines are linear regression 

lines and the dashed lines are the 95% confidential bounds of the regression. 

method [1]. We could calculate a by using Table I in Chapter I in Bikerman [4], because 

the contact angle and the aspect ratio of our sessile drop were within a certain range, and 
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Figure 2.16: Mean curvature H on imbibition interface along the contact line at different 
heights y subject to Qt of (a) 0 and (b) 0.2 ml/min. The solid lines are linear regression 
lines and the dashed lines are the 95% confidential bounds of the regression. 

obtained a = 6.72 dyne/cm. A limitation of our measurement was that the sessile drop 

was not formed on a flat surface but on the lower surface of a cylindrical acrylic tube with 
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a 1-cm diameter. This could explain the difference in a between the two measurement 

approaches. 

For each interface, we determined the average of the mean curvature and used it in 

Eq. (2.9) to estimate J^r  and J i rn: 

where Hdr and Hvm are the average mean curvatures of the drainage and the imbibition 

interfaces, respectively. As shown in Figure 2.17, Hdr increases, and Him decreases 

as Qt increases. In contrast to contact angles, the standard deviation (error bar) of the 

mean curvatures on both interfaces did not significantly decrease as we increased Qt which 

indicates that gravity equally affects the mean curvatures for all Qt. As shown in Figure 

2.14, the pressure drops calculated from Eq. (2.20) were in line with the measured data 

and the pressure drops calculated from measured contact angles. 

The various pressure predictions all differ from the measured data for Q t  = 0.2 ml/min. 

Once the blob moves, the fact that the contact angle and interface are dynamic might 

affect the prediction of the pressure drops based on Eq. (2.17) and Eq. (2.20). Unfortu­

nately, the PLIF technique is still limited in its ability to measure the moving blob in 3D. 

We were not able to collect data for higher Qt in the mobilization regime (only one data 

point from our experiments) to determine the reason for the deviation of measured data 

and predicted pressure drops for Qt = 0.2 ml/min. To do so, one would need to record 

(2.20) 
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Figure 2.17: Average curvature H versus Q t  on (a) drainage and (b) imbibition interfaces. 

moving blobs in real time. 
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2.5 Summary and discussions 

Our experiments with the pore doublet model showed that the Jamin effect on a blob 

in a straight capillary tube can be explained entirely through contact angle hysteresis. A 

blob is able to sustain pressure gradients by changing its interfacial shape and its contact 

angles at the original contact line position. The sustained pressure gradient was not only 

directly measured with pressure transducers but also reasonably well predicted by our 

theory with measured and analyzed data from recorded blob images. 

The PLIF technique was successfully used to visualize the dynamics of the meridian 

profile of a blob subjected to different pressure gradients created by a prescribed bypass 

flow. The blob meridian profiles were used to image the dynamics of the liquid-liquid 

interfaces and to determine 2D contact angles. The calculated pressure drops across 

the pore doublet model from measured 2D contact angles were in line with the directly 

measured ones. The top and bottom contact angles on an interface were initially different 

for Qt = 0 due to the effects of gravity on the initial blob shape. As Qt increased, they 

gradually approached the same value, which we believe to be the equilibrium advancing 

contact angle 9on the imbibition interface and the equilibrium receding contact angle 

9^ on the drainage interface. After the blob was mobilized, the contact angles remained 

uniform on each of the two interfaces and assumed the dynamic contact angles 9^u'^ or 

0[^y"]. Although our theory does not describe the velocity dependence of the dynamic 

contact angle, it can be used to predict the trapping regime and the critical condition for 

blob mobilization. 
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Our experiments also showed the capability of the PLIF technique to acquire 3D blob 

images which can be used to determine 3D contact angles on the contact lines. We found 

that, similarly to 2D contact angles, the 3D contact angles along a contact line depend 

on the altitude due to contact angle hysteresis and gravity. The altitude dependence of 

the 3D contact angles on an interface decreased as Qt increased, and the contact angles 

converged to 6^ or 9^ as long as the blob was trapped. 

We also used 3D blob images to determine the mean curvatures of the interfaces of the 

blob. The mean curvature of the drainage interface increased, and the mean curvature of 

the imbibition interface decreased as we increased Qt. The pressure drops calculated from 

mean curvatures are in line with the measured pressures and those calculated from 2D 

and 3D contact angles. Our PLIF-based method for calculating capillary pressure based 

on mean curvature measurements in a capillary tube should extend to blob mobilization 

studies in geometrically more complex pore shapes such as star-shaped pores [27] and 

to more complex porous media such as reservoir rocks. In these geometries, one cannot 

easily infer capillary pressure from measured contact angles due to the highly variable pore 

boundaries, but one can use the PLIF-based technique to measure mean curvatures. By 

using the Young-Laplace equation, however, one can then infer the pressure drops across 

a liquid-liquid interface. Our methods for determining curvature and contact angles from 

3D PLIF images can also be applied to other types of images, e.g. those measured by 

X-ray CMT [12]. 

Due to the finite thickness of the laser light sheet, we could perform experiments 
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only in relatively large capillary tubes, such that gravity affected interfacial shapes. This 

was aggravated by the relatively low interfacial tension between the two index-matched 

liquids. Nonetheless our ID modeling approach [Eq. (2.17) and (2.20)] agrees reasonably 

well with the experiments, because gravity acts in a direction that is perpendicular to the 

direction of flow. Although Eq. (2.17) was originally used to predict pressure drops for 

the case of uniform contact angles, our model still works well if the contact angles are 

nonuniform (by using average 2D/3D contact angles). Thus our modeling is applicable to 

EOR based on surfactant flushing if flow occurs in the horizontal direction, even though 

gravity may distort the fluid-fluid interfaces significantly due to interfacial tensions as low 

as 1CT1 dyne/cm and Bond numbers exceeding 1CT2. Moreover, our modeling approach 

can be adapted to the mobilization of blobs trapped in reservoir fractures, the apertures 

of which can be on the order of our tube size. Then the Bond number might be similar 

to our experimental ones. 

It is imperative to account for contact angle hysteresis when modeling blob mobilization 

in a straight capillary tube; otherwise there would be no blob trapping. While porous 

reservoir rock does not have straight pore connections, fractures in rock may posses a 

more or less constant aperture, at least on short length scales. Thus accounting for 

contact angle hysteresis might also be imperative when modeling blob mobilization in a 

fracture. 

In our experiments, we observed significant contact angle hysteresis (about 50° for a 

drainage interface and 80° for an imbibition interface as shown in Fig. 2.7), These large 
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values could be due to the presumably substantial surface roughness of our pore channel 

made from a solid acrylic block. It seems possible that natural reservoir rock is also quite 

rough and chemically much more heterogeneous than our pore doublet [12], Thus contact 

angle hysteresis could be significant in EOR, and it could be critical to account for it when 

predicting blob mobilization with standard theory based, for example, on Eqs. (2.2) and 

(2.3). 

Finally it is of interest how contact angle hysteresis can be accounted for in emerging 

Darcy-scale theories for two-phase flow that can be used to describe blob mobilization 

during an EOR. The relative permeability should then depend on contact angle hysteresis, 

which decreases the mobility of residual oil blobs. Without taking contact angle hysteresis 

into account, the models should overestimate the relative permeability. 
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Chapter 3. Theoretical and Experimental 

Study of Resonance of Blobs in Porous Media 

Abstract 

We theoretically and experimentally investigated the frequency response of blobs in 

porous media to an oscillatory pressure difference. To predict the frequency response 

analytically, we formulated a simple model pore system consisting of a blob in a capillary 

tube. This model accounts for the frequency-dependent viscous pressure drops in the 

blob and the surrounding liquid and for the dynamic capillary pressure that occurs due 

to contact line pinning. By using the planar laser-induced fluorescence technique, we 

visualized the dynamic response of blobs in porous media. As predicted by our theory, 

both air and liquid blobs surrounded by an immiscible liquid exhibited resonance in a 

capillary tube. Furthermore, we showed, for the first time, that a liquid blob in a sphere-

packing medium exhibits resonance. 
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3.1 Introduction 

Subsurface porous media are frequently saturated by two or more immiscible fluids, 

one of which may consist of disconnected blobs which may occupy one or more pores [26]. 

For instance, groundwater reservoirs often contain gas bubbles, and oil reservoirs contain 

residual oil blobs after having been water-flooded. The interactions between fluid blobs 

and seismic waves are important in several respects. The relative movement between 

blobs and the pore skeleton affects wave attenuation [20] according to Biot's theory [7], 

Seismic waves can be used to mobilize trapped oil or non-aqueous phase liquid (NAPL) 

blobs [3, 37, 36, 23, 4], Moreover, seismic waves enhance the dissolution of trapped 

nonwetting phase blobs [38, 11]. 

Hilpert et al. [20] derived theoretically the frequency response of trapped blobs and 

predicted that blobs may exhibit resonance. Since they examined oscillating liquid blobs 

in the low-frequency regime, in which the wavelength is much larger than the blob length, 

the liquids were assumed to be incompressible. Numerical simulations have also shown 

that blobs trapped in 2D porous media exhibit resonance [18]. The predicted resonance 

has been linked to other geophysical applications. It has been hypothesized that trapped 

blobs can be optimally mobilized by exciting them at their resonant frequencies [20]. Blob 

resonance has also been linked to a passive seismic technology used to detect hydrocarbon 

reservoirs. Holzner et al. [21] attribute high correlations between the presence of hydro­

carbon reservoirs and low-frequency spectral anomalies computed from passively recorded 

seismic data to the resonance of hydrocarbon blobs. However, Broadhead [8] tested var­
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ious resonance amplification models to show that the resonant frequency of blobs is too 

high to fall in the frequency range of hydrocarbon microtremor. To summarize, it is im­

portant to know how liquid blobs respond to excitation as a function of frequency and 

whether resonance actually occurs in subsurface porous media. 

Few experimental studies have been performed that demonstrate the occurrence of 

blob resonance in porous media. Hilpert and Miller [19] used optical microscopy to show 

that a water slug in a PTFE tube may resonate under acoustic excitation. Bian et al. [5] 

used high-speed video imaging to show as well that water slugs in cylindrical tubes exhibit 

resonance. However, it has not been shown experimentally that blobs in the topologically 

complex pore spaces that occur in subsurface environments may resonate. 

An image taken of a blob inside a complex 3D porous medium is usually optically 

distorted due to the different optical refractive indices of the solid and the liquid phases. 

Therefore, most studies on the dynamics of menisci/blobs in porous media were limited to 

steady-state forcing and were performed in capillary tubes and mono-layer sphere packings 

[34, 9, 11, 29, 4], An exception is the study by Ng et al. [28] who examined blob mobiliza­

tion in a sphere packing. They matched the refractive index of the liquid that surrounded 

the blob with the one of the solid phase and illuminated their flow cell with background 

light. This measure significantly improves the image quality; however, different menisci 

of a blob may overlap in the acquired images because the blob is not index-matched. 

In this paper, we use flow visualization experiments based on the planar laser-induced 

fluorescence (PLIF) technique to show that blobs in capillary tubes and sphere packings 
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may represent resonating systems. PLIF was introduced in the late 1970's and has been 

used to examine many types of flow including flow in porous media [13, 32, 24, 15, 42, 

45, 33, 12, 25, 1, 30, 44, 27, 35, 16, 43, 31, 22]. PLIF allows us to acquire undistorted 

cross-sectional images of blobs in complex porous media at a high temporal resolution. 

Therefore, we can resolve blob motion within an excitation cycle in case of oscillatory 

forcing. Using a simple model pore system that consists of a capillary tube, we derive 

an analytical expression for the frequency response of a trapped liquid blob in the low-

frequency regime in which the liquids can be assumed to be incompressible. In contrast to 

previous work [20, 18], our new theory accounts for the viscous pressure drops in the fluid 

that surrounds the blob. This generalization is necessary, because the pressure sensors 

used in our experiments measure the pressure drop in the surrounding fluid. 

The analytical theory is developed in Section 2. Section 3 is devoted to the introduction 

of the apparatus and experiment procedure. In Section 4, we present and discuss the 

experimental results. Section 5 summarizes our findings, which show that trapped blobs 

indeed exhibit resonance in porous media. 

3.2 Theory 

In our model pore system (a cylindrical capillary tube), a nonwetting blob is surrounded 

by another immiscible wetting liquid (see Figure 3.1). Initially, the blob is in equilibrium 

with contact angles 60. If a pressure difference across the blob, Pw, is applied that is small 

enough for the contact lines to remain pinned, the shape of blob menisci will change as 
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illustrated in Figure 3.1. The forcing will cause a cross-sectional mean fluid displacement 

5 which may depend on time. 

The pressure difference P w  can be decomposed into five different pressure differences: 

Pw = P w  + Pw + P» + P c  -  Pc (3-1) 

where P~ and P+ are the viscous pressure drops in the wetting liquid slugs of lengths L~ 

and L+,  respect ive ly ,  P n  i s  the  v iscous pressure drop in  the nonwet t ing b lob o f  length  L n ,  

and Pc
+ and P(~ are the nonequilibrium capillary pressures (i.e., the difference between 

actual and equilibrium capillary pressure) of the right and left meniscus, respectively. Here 

and in the following, subscripts w and n indicate that a variable is associated with the 

wetting liquid and the nonwetting blob, respectively. Superscripts + and - indicate that a 

variable is associated with the right and left meniscus (positive and negative ^-direction), 

w 

w 

Figure 3.1: A blob in a cylindrical tube with circular cross-section and radius R t .  L w  and 
L„ are the lengths of the wetting and non-wetting liquid slugs, respectively. The two solid 
lines represent the liquid-liquid interfaces in the equilibrium state, and two dashed lines 

represent the interfaces in a non-equilibrium state. 
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respectively. 

Starting with the flow in the section occupied by the nonwetting liquid, we now consider 

an oscillatory pressure difference Pn(t) = Pn(uj)e~luJt with angular frequency u> that is 

acting on the blob of length Ln. Since the total length of the fluid slugs is sufficiently 

longer than the radius of the tube Rt, we can assume the flow to be axia-symmetric and 

oriented along the tube axis. The Navier-Stokes equation then becomes 

du{r , t )  Pn{oj)^ t  

dt  L  
e  l u J t  +r] n Au(r , t )  (3.2) 

n 

where u(r , t )  is the fluid velocity, r  is the radial coordinate, r) n  is the dynamic viscosity, 

and pn is the density. A harmonic solution u(r,t) = u(r,u)e~"lu't can be derived where 

l \ iPn{v) 
u{r ,u)  = — 

Lnpnui 
1 -

Jo (Vi 

Jo (Sif 

is the complex velocity amplitude, J0 is the Bessel function of order zero, and £ 

V r l» / (pn is the viscous penetration depth. The amplitude of the cross-sectional mean 

velocity is 

«M = (3.3) 
L'nPn^ 

where 

h{X n )  = 
MVtX n )  

,/> is the Bessel function of order two, X n  = ufu a i  is a nondimensional excitation fre­
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quency, and 

— 

Vn 
(3.4) 

PnRt 

is the characteristic frequency. We extend Eq. (3.3) to the flows in the sections occupied 

by the wetting liquid through 

PzMHXj  p : (u)h ( x „ )  P„(w)h ( x „ )  

' W L-pwu)2 L*p„,^2 Lnpnui2 

where Xw  = u;/ujc w  and 

u>cw = (3-6) 
pwR? 

The liquid displacement 5 is equal in each liquid section because of the assumed incom­

pressible flow. By assuming that the menisci have the shapes of spherical caps and using 

the Young-Laplace equation, Pc — 2acosd/Rtl the nonequilibrium capillary pressures in 

Eq. (3.1) becomes 

i , , dP^1 dd , . . 
p < M  ( 3 7 )  

where a is interfacial tension, 

dz s p R t  

de (1 + sin 9) 2  
(3,8) 

and the subscript sp  of 2 indicates the occurrence of a spherical cap. 

By substituting Eqs. (3.5) and (3.7) into Eq. (3.1), one can obtain the nondimensional 
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frequency response function of the blob in the tube 

-l 

(1 + A ) h ( X w )  ( l  +  X ^ ) h ( X n ) \  n  
(3.9) 

X( X n , X  u,,Xo) 

where A = p n L n / (p w L w ) is the mass ratio between the nonwetting phase blob and the 

two surrounding wetting liquid slugs that have a total length Lw = L^ + L^,, X0 = LO0/u>cn 

is the nondimensional resonant frequency of the undamped system, and 

is the corresponding dimensional resonant frequency. 

However, z.vl is not easy to determine experimentally since this requires imaging the 

dynamics of an entire fluid-fluid interface. It is much easier to measure the mean dis­

placement of the meridian profile zmp of the meniscus, i.e., the cross-sectional profile that 

passes through the center of the meniscus. The meridian profile has been used for decades 

to study dynamics of 3D menisci and blobs [39, 9, 41, 17, 22]. From Eq. (3.9), we can 

now derive a frequency response in terms of zm p :  

(3.10) 

X w ,  X 0 )  — p
P j ~  }  [PnL„  +  p w L w )u j 2

c n  
p  (6 0 )  

•*  w  ̂  )  dZmp  
(3.H) 
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where 

9  r
2  7T -  29 - sin(2fl) sin(2g)]-1  

plL(0) 
dz r np (1 -f- s in 9)  2 cos4 (49)_  

When both u >C uicn and u <C a>cull we can determine a simple condition for resonance 

by employing a Taylor series expansion of h(X) around XnAU = 0: 

-A: (313) 

Therefore 

[4X0
2 - 64(aA + A')2] X 2

n  + O (Xrt) (3.14) 
Ixl 

where (3  =  u c w /u c n ,  A = 1/(1 + A) and A' = 1/(1 + A-1). Therefore the resonance 

criterion becomes 

WTivrx<> > 1 6  ( 3 1 5 )  

For instance, if the kinematic viscosities of both fluids are equal, 3 = 1, and if the mass 

ratio A = 1, the blob system exhibits resonance only if X0 > 4. Figure 3.2 illustrates 

the  f requency  response func t ion  o f  two b lob  sys tems w i th  d i f fe ren t  X 0  va lues  fo r  [3=1 

and A = 1. Clearly, the occurrence of resonance depends on the ratio of viscosities and 

densities of the two liquids, (3, the mass ratio A, and the nondimensional natural resonant 

f requency  X 0 .  
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Figure 3.2: Normalized frequency response curves of an underdamped (X0 = 10) and an 

overdamped (XQ = 4) blob in a capillary tube. 

3.3 Experimental methods 

3.3.1 Experimental setup 

To observe the movement of the menisci of a blob in a porous medium, we applied 

the planar laser-induced fluorescence (PLIF) technique, a noninvasive method [27, 22], 

In our experimental setup (Figure 3.3), we matched the optical refractive indices of the 

liquids and the solid phase. The piston of a syringe was connected to a PC-controlled 

actuator (ETREMA Products. INC., AA250LLS). The syringe in turn was connected to 

a flow cell with flexible PTFE tubing (Cole-Parmer) in order to avoid the transmission of 

vibrations of the actuator to the flow cell. The other side of the flow cell was connected 

to the liquid reservoir which provided a constant pressure boundary condition. The flow 
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cell which contained a blob was illuminated by a laser light sheet. 
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Figure 3.3: Sketch of our experimental setup. 

In addition to the optically-index matched experiments, we also performed experiments 

with air blobs surrounded by water. Since the refractive indices of air and water are 

different, we used uniform background light, instead of a laser light sheet, to illuminate 

the flow cell. Figure 3.4 shows a sample image of an air blob. Even though the air blob 

images that we took were of lesser quality than the liquid-blob images from the PLIF 

experiments, the experiments allowed us to test whether resonance also occurs for blobs 

with a significantly lower density and viscosity. 

Two acrylic flow cells, "Cell T" and "Cell S", were designed to simultaneously record 

blob displacement and to measure the pressure drop across a blob. Cell T contains a 

straight capillary tube with radius of 1 mm. Cell S contains a cylindrical cavity with 10 
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Figure 3.4: Image of one meniscus of an air blob in Cell T illuminated by uniform back­

ground light. 

mm diameter and 20 mm length and was filled with acrylic beads with diameter of 3 

mm. Figure 3.5 shows AutoCad™ drawings of the flow cells. Into one side of each flow 

cell, two threaded holes were drilled for mounting pressure transducers for measuring the 

fluid pressure on both sides of the porous medium. A vertical hole was drilled into Cell S 

between the two holes for the pressure transducers. This hole allowed us to inject a blob 

into the sphere packing. 
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Figure 3.5: Technical drawings of (a) "Cell T" and (b) "Cell S". 

3.3.2 Liquids, fluorescent dye and imaging system 

For PLIF experiments, we used the two immiscible liquids 5095 and OHZB (Cargille 

Laboratories) as the wetting and non-wetting liquids, respectively. The properties of the 

liquids are shown in Table 3.1, including density, viscosity, and interfacial tension. The 

interfacial tension was measured by the sessile drop method [6]. 

Both liquids possess the refractive index of acrylic (solid phase) which is 1.49. Due 
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Table 3.1: Liquid phase properties at 25°C. 

Wetting phase liquid Nonwetting phase liquid 
code 5059 OHZB 

Density p (g/crrv3) 0.869 2.055 
Viscosity v  (cSt) 15 5 
Interfacial tension a (dyne/cm) 14.79 

to the flat outer surfaces of the flow cell, the entire domain was unobstructed for visual 

observation. However, the two liquids were visually identical (transparent). To distinguish 

them from one another, the fluorescent dye Oxazine 1 perchlorate, (absorption max. 

645 nm, Em 680 nm [40]), was added into OHZB at a concentration of 0.2 mg/ml. 

We illuminated the fluorescent blobs in Cell T and Cell S by laser light sheets (Melles 

GriotTA/ 75-mW He-Ne laser with 632 nm wavelength). Sample cross-sectional images of 

menisci/blobs in Cell T and Cell S are shown in Figure 3.6. 

The dynamic response of the fluorescent blobs to oscillatory flow was imaged with a 

PC-controlled high-speed CMOS digital camera (Basler 504Kc) which can take images 

at 500 frames/sec at a full spatial resolution of 1280 x 1024 pixels. The shapes of the 

fluorescent blobs in the recorded 2D cross-sectional images were precisely delineated by 

edge detection tools (MatlabrA/). 
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Figure 3.6: (a) A meniscus of a liquid blob in Cell T. (b) A fluorescent blob in Cell S. 

3.3.3 Oscillatory flow generation and liquid pressure measure­

ment 

The piston of a syringe, which was firmly connected to the PC-controlled actuator, 

created oscillatory flows of variable frequency and amplitude of the liquid in the syringe. 

The dynamic pressure difference across the wetting liquid surrounding a blob was measured 

with two PCB™ 1065 piezo-electric pressure transducers (Figure 3.5). In Cell T, we 

measured the wetting liquid pressure on both ends of the tube. In Cell S, in which a blob 

has more than two menisci, we measured the liquid pressure on both sides of the entire 
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porous medium. 

3.3.4 Experimental procedure and measurements 

The frequency responses of liquid blobs in the two flow cells were determined by 

measuring both the amplitude of the meniscus movement in the imaged cross-section and 

the pressure difference as a function of frequency. Our experiment involved the following 

steps: (1) the tubes and flow cell were cleaned with deionized water and carefully dried; 

(2) after filling the flow cell with one liquid, we injected a fluorescent blob into the porous 

medium; (3) we gave the blob 2 to 3 hours of time to reach equilibrium; (4) the blob was 

illuminated by a laser light sheet. We used the actuator to generate oscillatory flow at 

a low frequency and gradually increased the oscillation amplitude by adjusting the input 

voltage amplitude of the amplifier until a measurable blob response was achieved; (5) we 

simultaneously imaged one meniscus at 200 frames per second and recorded pressure data 

at 600 Hz; (6) we kept the input voltage amplitude constant but increased the excitation 

frequency; (7) we repeated steps (4) to (6) until the excitation frequency reached a chosen 

a priori maximum value; (8) finally, we analyzed the images to determine contact angles 

and meniscus displacement; we also determined the pressure difference and then calculated 

the frequency response of the blob to the imposed oscillatory flows using Eq. (3.11). 
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3.4 Experimental results and analysis 

We were not able to identify the exact meniscus locations of an air blob in the proximity 

of the three-phase contact lines because of the relatively low image quality due to the 

incomplete index matching. However, we were still able to identify the majority of the 

menisci and hence zmp(uj) of the blob. Along with the measured Pw(u>) data and the 

measured blob length Ln = 0.5 cm and Lw = 2.5 cm, we were able to determine 

the absolute value of the nondimensional frequency response |xt °f the air blob from 

Eq. (3.11), where we used pn = 1.2 kg/m3 for the density of air, rjn = 18.27 x 10~6 Pa s 

for the viscosity of air, pw = 1000 kg/m3 for the density of water, and rjw = 1.00 x 10~3 

Pa s for the viscosity of water (blue circles in Figure 3.7.) Resonance occurred at about 

14 Hz. 

3.4.1 Air-blob in the Cell T 

With the measured equilibrium contact angle (#0 = 25°) and surface tension of water 

a = 72 x 10~3 N/m , we were able to calculate u>cn, ucw, and from Eqs. (3.4), 

(3.6), and (3.10) (Table 3.2). By substituting tucn, cucw, and a>0 into Eq. (3.9), we 

predicted the frequency response shown as a dashed blue line in Figure 3.7 based on 

our simple pore model. The predicted resonant frequency is close to the measured one, 

but the amplitude of the predicted and measured resonance peaks differ significantly. We 

attribute this deviation to the depinning and sliding of the contact lines. Ideally, when 

the contact lines are pinned, a change in meniscus shape goes along with a change in 
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Figure 3.7: The predicted, measured, arid fitted absolute value of the nondimerisional 

frequency response x of the air blob. 

contact angle. The recorded images suggest, however, that the menisci were moving with 

no change in shape when the contact angles were larger or smaller than certain values. 

Even though the images did not allow us to observe contact line movement, we suspect 

that during an excitation cycle contact lines depinned and then started sliding, because 

we observed phases during which a meniscus moved while not changing its shape. The 

critical values of the contact angles at which depinning occurs are the advancing/receding 

equilibrium contact angles. The depinning and subsequent sliding of the contact lines leads 

to nonlinear meniscus movement not captured by our model. Specifically, when depinning 

happens the relation between changes in zsp and 9 in Eq. (3.8) is violated. Moreover, 

depinning/sliding leads to additional damping not captured in our model [9]. Dimon et al. 

[14] and Hilpert and Miller [19] suspected similar behavior in their experiments which also 
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examined resonance of menisci. 

Our theory neglects the effect of gravity on the shape of the menisci and the com­

pressibility of the air blob. Here we examine the validity of these assumptions. The 

small ratio of the hydrostatic pressure across the interface to a typical capillary pressure, 

APg/\Pc\ « 0.15, shows that gravity does not significantly affect interfacial shape due to 

the strong interfacial tension. The pressure in the blob will be relatively uniform as long 

as the wave length is much larger than the length of the blob. For the blob lengths used 

in our experiments, this condition was fulfilled when / -C 500 Hz. Since our excitation 

frequency ranged from 5 to 40 Hz, the air pressure inside the blob can indeed be treated as 

spatially uniform. However, the air inside the blob might not be treated as incompressible 

which is assumed in our model. Chen and Prosperetti [10] showed that, even in small 

tubes, thermal damping can dominate viscous damping for a compressible oscillating gas 

(air) bubble. Therefore, the difference between our prediction and measured data might 

also be due to the compressibility of the air and the thermal damping which is not con­

sidered in our model. Our model should be improved by taking compressibility and Chen 

and Prosperetti [10]'s theory into account. However, most contaminants are in the form 

of liquid blobs which are almost incompressible. Therefore, a comprehensive model for 

both compressible and incompressible gas/liquid blobs will be addressed in future work. 

Eventually, we fitted our model to the measured data by using ucn, u>cw, and ui0 as 

fitting parameters. The values of fitted parameters are shown in Table 3.2. The largest 

difference between the measured and fitted parameters stems from the parameter that 
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Figure 3.8: A sample image of a meniscus of a liquid blob in Cell T. Red crosses indicate 
the location of the meniscus. The fitted line is shown in blue. 

represents friction, ucw. This discrepancy agrees with our speculation that the additional 

damping due to the depinning/sliding of the menisci might contribute the most to the 

difference between our theoretical prediction and measured data. 

3.4.2 Index-matched liquid blob in the Cell T 

By exploiting the PLIF technique, we could obtain cross-sectional images of a blob that 

are free from optical distortions as shown in Figure 3.6a. Once the laser light sheet was 

adjusted to pass through the tube axis, we were able to image the meridian profile of the 

meniscus/blob. We fitted polynomial functions to the median profiles. Fitted curves were 

carefully compared to the original images to ensure that images were segmented correctly 

(Figure 3.8). From the polynomial curves used to represent the fluid-fluid interfaces and 

the segmentation of the straight tube walls, we were not only able to determine zmp, but 

also the contact angles of the meridian profiles [2, 22]. 

We determined the absolute value of \ shown as blue circles in Figure 3.9a according 

87 



www.manaraa.com

0.016-1 
o Measured 
- - Predicted 
- - Predicted-modified 
- Fitted 

0.014 

0.012-

0.01-

*0.008-

0.006 

0.004-

0.002 

0 10 20 30 40 50 60 
f [Hz] (a)  

-3 
x 10 

4.5 n 
o Measured 

— Predicted 
— Predicted-modified 
— Fitted 

4-

3.5-

*2.5-

1.5-

0.5 
0 20 30 40 50 10 

(b) MHz] 

Figure 3.9: Absolute value of nondimensional frequency response \ °f a blob in porous 
media: (a) a capillary tube (b) a sphere packing. Circles: measured data. Solid lines: 

fitted curves. Blue dashed lines: original theoretical prediction. Black dashed lines: 
modified theoretical prediction. 

88 



www.manaraa.com

to Eq. (3.11) from the measured z m p (u)  and P w {u>)  data and the measured blob length 

L„ = 0.62 cm. Resonance occured at about 11 Hz. We predicted the theoretical |\| 

from Eq. (3.9) and the calculated value of ucn, ucw, and u0 which are determined from 

Eqs. (3.4), (3.6), and (3.10) and listed in Table 3.2. Since the contact angles were not 

uniform on the distorted menisci, we used the average of top and bottom equilibrium 

contact angles measured from the meridian profile, 8q = 140°, in Eq. (3.10). As shown 

in Figure 3.9a, both the measured and the predicted |x| clearly show a resonant peak, 

but the predicted resonant frequency is lower than the measured one. 

We suspected that the difference between the measured and predicted |x| was due to 

the effects that gravity had on the shape of the menisci. Figure 3.6a shows that the two 

contact angles (top and bottom) are not equal and that the meniscus does not possess 

the shape of a spherical cap. Since APy/\Pc\ « 2.2, gravity is apparently not negligible 

and distorts the profile of the meniscus. It would have been good to reduce the effects 

of gravity by choosing two liquids with a higher interfacial tension and a lower density 

difference, or a capillary tube with smaller diameter. Since only few pairs of immiscible 

liquids have the same refractive index as acrylic, we could not avoid the high density 

difference. The resolution of our high-speed camera also posed a limitation. In order to 

obtain high-resolution images, we chose a tube with a relatively large diameter of 2 mm. 

This large diameter allowed gravity to affect the blob shape. 

Some of the assumptions in the model from Section 2 were violated due to the action of 

gravity. Specifically, contact angles were not uniform, and the menisci were not spherical 
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caps. We therefore generalized our theory to account for gravity. We found that the 

dzsp/dO in Eq. (3.8) is affected most. To examine Eq. (3.8), one should analyze measured 

changes in contact angle, A6, against the measured displacement zsp. Since we could 

no t  measure  l s p  d i rec t ly ,  we expressed dz s p /dd  i n  te rms o f  dz m p  and dd:  

dz s p  _ dz s p  dz m p  

d6 dz m p  dd 
(3.16) 

where, from Eqs. (3.8) and (3.12), 

dz m p  _ Rt  f 2 _ *  ~  20 ~ sin(2fl) sin(20) . ^ ̂  

dd 2  \  2 cos4 (40) 

Although the governing equation of the shape of a meniscus under the effect of gravity is 

mathematically described by a non-linear ODE [17, 22], Figure 3.10 shows that the mea­

sured relationship between A9 and zrnp is still linear but not predicted well by Eq. (3.17) 

which assumes the meniscus shape of a spherical cap. Therefore, for the gravity-distorted 

meniscus, we added a coefficient a to correct Eq. (3.17) and determined it by linear re­

gression. Figure 3.10 shows the fitted line with estimated value of a. In the modified 

model, Eq. (3.8) becomes, 

dz s p  ^  Rt  / ,  1 f i \  

d,9 " Q(1 + sin 9) 2  ^  ^  
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and Eq. (3.10) becomes 

u0 = / {L n p n  + L w p w )R t  

4(7 
a [sin ̂ 0(1 + sin^o)2] (3.19) 

Figure 3.9a shows that the modified theory, which uses the resonant frequency ac­

cording to Eq. (3.19) with a = 3.01, yields much better predictions than the theory which 

uses Eq. (3.10). The dPc/dd might also be affected by gravity, but Hsu et al. [22] showed 

that Pc = 2a cos 8/Rt is still approximately valid for a gravity-distorted meniscus if the 

average of top and bottom contact angles is used for 0Q. 

The difference between the prediction of our modified model and the measured data 

decreases but is still noticeable. We believe that the modified Eq. (3.17) (with a) can 

be improved by using a nonlinear form with additional parameters to better describe the 

relationship between zmp and A0, but this generalization was beyond the scope of this 

paper. Contrary to the air-water experiments, we did not detect any depinning/sliding of 

the meniscus at contact points on the meridian profile (even though other portions of the 

contact line might have slid). However, our theory neglects the viscous pressure drops 

due to the the complex flow in the vicinity of the meniscus. 

With fitting parameters tucn, ucw, and uq, Figure 3.9a also shows the best fit of the 

measured points with our theory Eq. (3.9). The values of the fitted parameters are shown 

in Table 3.2. By introducing a to correct the effects of gravity, the modified theoretical 

^0 according to Eq. (3.19) is much closer to the fitted u>0 than the original theoretical ujq. 
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Hence, the difference between the theoretical and fitted luq is mainly due to the effect of 

gravity on the shape of the menisci. 

Table 3.2: Comparison of measured and fitted values for u>cw, ujcn ,and u/'0 

Analytica 1 model Fitted response 

Cell Fluids 

yjJcn 
(s"1) 

W 
(s-1) (s-1) 

lk' o ( a )  

(.s-1) 
'-**€11 

(s_1) 

u!cu, 

CO 

w'o 
(,">) 

Cell T 

Cell 5 

Air-water 

5095- OH ZB 
5095-OH ZB 

15.2 
5.0 
7.8 

1.0 
15.0 
23.4 

99.3 
43.5 

130.8 
75.4 

142.5 

14.6 ±0.8 
5.7 ±0.1 
8.8 ±0.3 

5.6 ± 1.1 
12.7 ±3.1 
21.4 ±2.1 

103.2 ±2.9 
88.4 ± 1.0 
157.9 ±4.0 

3.4.3 Index-matched liquid blob in the Cell S 

As for the liquid blob in Cell T, we used the PLIF technique to visualize the menisci 

of the blob in Cell S. Contrary to a blob in a tube, in a sphere packing the shape of the 

menisci is far from a spherical cap. Moreover, the number of the menisci is not limited 

to two, and the meridian profile might not be well-defined. The cross-section in the blob 

with the largest displacement was picked as the imaging target in order to facilitate image 

analysis and increase image resolution. 

Figure 3.6b shows an image of the cross-section of the fluorescent blob in Cell S that 

yielded the largest displacement with an amplitude zcs. Since the selected "cross-section" 

here  is  no  longer  a  mer id ian  pro f i le  o f  the  b lob ,  we use the  subscr ip t  cs ,  i ns tead o f  mp.  

Ln = 0.3 cm is defined as the length of the blob in the selected cross-section in Figure 

3.6b, Rt = 0.8 cm is the radius of the pore throat which is also measured from Figure 

3.6b. From the measured zcs and Pw(u) data, we determined, based on Eq. (3.11), 
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the measured frequency responseq |x|, which is shown as blue circles in Figure 3.9b. 

Obviously the blob exhibited resonance. 

Figure 3.6b shows that the contact angles (top and bottom) on the menisci are not 

equal, and the shape of the menisci are non-spherical. Gravity distorted the profile of 

the meniscus because APg/\Pc\ ^ 2.8. As in Sec. 3.4.2, we corrected for the effects of 

gravity by plotting measured zcs and Ad data and determining the coefficient a = 1.39. 

By taking the average contact angle of top and bottom contact angles as the representive 

contact angle, — 100.3°, the frequency responses predicted by our model according to 

Eq. (3.9) with and without a are shown in Figure 3.9b. Adding a to our model improves 

the predicted |x| curve and in particular the predicted resonant frequency. 

The major reasons for the difference between predicted and measured |x| are the 

geometry of the model and the location of the pressure measurement. The geometry 

of our model is based on a capillary tube, but in Cell S the blob was trapped among 

packed spheres. The number of menisci was also larger than two. Also, the blob is 

usually not symmetric. Thus, an imaged cross-section is usually not a meridian profile. 

Moreover, contact angles determined from 2D images are not always equal to the real 3D 

ones. To image the whole blob oscillation in 3D would help explain the difference between 

our modeling and the measured result, but unfortunately 3D visualization techniques are 

currently limited to measuring the blob in stasis or moving at an extremely slow pace. 

Despite the model shortcomings, it still provides a rough and actually better than-order-

of-magnitude estimate of blob resonance in a sphere packing. 
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3.5 Summary 

We formulated a simple ID model pore system to describe the response of a blob 

in a capillary tube to an oscillatory external pressure difference. This model theoretically 

predicts the resonance of the blob. We concluded that the occurance of resonance depends 

on the density and viscosity of two liquids, interfacial tension, contact angle, and the radius 

of the tube. 

Our PLIF experiments confirm our prediction that a blob in a horizontally oriented 

capillary tube resonates. This is consistent with experiments by Bian et al. [5], even 

though in some of our experiments the menisci were distorted by gravity. In addition, 

we showed that an air blob surrounded by water exhibits resonance. This result could be 

useful for natural gas detection/extraction in porous media by seismic waves. 

We demonstrated the ability of the PLIF technique to visualize the dynamic response 

of menisci in porous media to oscillatory flow. Moreover, the measured profiles of the 

dynamic menisci were used to determine an additional coefficient for incorporating the 

effects of gravity on the shape of menisci into our theory. By doing that, we significantly 

reduced the difference between the prediction of our simple ID model and the measured 

data. 

Furthermore, the frequency response of a liquid blob in a sphere packing to oscilla­

tory flows was measured for the first time. The results showed that a blob may exhibit 

resonance. Although the geometries of the measured blob and our ID pore model have 

significant differences, the predicted resonant frequency is in fair agreement with the 
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measured one. 

A fully analytical solution of the frequency response of a blob in a sphere packing 

or a sand packing has not yet been derived. Computational fluid dynamic techniques, 

for example those based on the lattice-Boltzmann method [18], could be used to predict 

the frequency response of blobs; however, such simulations require significant amounts 

of CPU time. In contrast, our ID pore model provides a simple means of predicting the 

occurrence of resonance of blobs in porous media and arriving at rough estimates of the 

frequency response. 
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Chapter 4. Incorporation of Dynamic 

Capillary Pressure into the Green-Ampt 

Model for Infiltration 

Abstract 

The Green-Ampt model describes infiltration of water into soil. A sharp front separates 

the saturated from the unsaturated zone, and capillary pressure is assumed to remain con­

stant during infiltration. We generalize this model to account for a capillary pressure that 

depends on the flow velocity. Based on dimensional analysis and physical considerations, 

we posit a functional form for dynamic capillary pressure and assume the nonequilibrium 

capillary pressure to depend on the capillary number in the form of a power law. Our 

model for dynamic capillary pressure describes measurements of capillary pressure ver­

sus Darcy velocity by Weitz et al. (PRL 1987) and Geiger and Durnford (SSSAJ 2000). 

Moreover, the dimensional analysis allows us to collapse three dynamic capillary pres­

sure curves that Geiger and Durnford measured for sands of different grain size onto one 

curve. Furthermore our model describes capillary rise experiments performed by Tabuchi 

well (Rec. Land Reclam. Res. 1971). The final stages of these experiments, during which 

the fronts approached the equilibrium water table, cannot be described by the classical 
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Green-Ampt model. We also derive an implicit analytical solution for the front velocity. 

Abbreviations: GA, Green-Ampt 
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4.1 Introduction 

Infiltration of a liquid into soil is an important vadose zone process. It occurs when 

rain water infiltrates into dry soil, when a liquid contaminant is spilled onto the ground, or 

when underground pipes and storage tanks leak liquids into soil. The Green-Ampt (GA) 

model (1911) for water infiltration into porous media assumes a sharp moving interface 

between the water-saturated porous medium with a uniform satiated water content 6S 

behind the interface and the unsaturated porous medium with a uniform initial water 

content <9, in front of the interface. In the remainder of the paper, we will refer to this 

interface as the wetting front or simply the front. Furthermore, the following assumptions 

are made in the GA approach: (1) Flow in the water-saturated zone behind the advancing 

front is governed by Darcy's law; (2) The soil air pressure, pa, ahead of the front is 

uniform (due to the low viscosity of air) and constant; (3) There is a boundary condition 

for hydraulic head, h0, which typically does not depend on time and which, for downward 

in f i l t r a t i on ,  cou ld  be  caused  by  pond ing  o f  wa te r ;  and  (4 )  The  hyd rau l i c  p ressu re  head  h p  

at the front is constant. In this paper, we will let fall this assumption since we will assume 

capillary pressure pc to depend on the front velocity. 

Let us formally present the GA approach, because we will generalize it with regard to 

Item 4 in the above list. Our coordinate system is defined such that for both downward 

and upward infiltration (capillary rise), the distance I between the front and the hydraulic 

head boundary condition is positive, I > 0. Therefore the Darcy velocity q and the front 

velocity I are positive for both downward and upward infiltration, that is, q > 0 and I > 0. 
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Figure 4.1 illustrates these two infiltration scenarios. Darcy's law describes flow behind 

the front: 

(4.1) 

where I \  is the hydraulic conductivity at satiation, and h( l )  is the hydraulic head at the 

front. The latter can be decomposed into a pressure and an elevation head: 

hJ l )  + I  for upward infiltration 
HI) = { (".2) 

h p ( l )  — I  for downward infiltration 

where we place the datum at the inlet of the column. Likewise we can decompose the 

hydraulic head boundary condition. Assuming that it is due to ponding of water, the 

hydraulic head boundary condition becomes 

h 0  — -—b H 0  (4-3)  
P9 

where Ha is the ponding depth. Since the water content increases from 0l to 6S as the 

front passes through, one can relate the front velocity to the Darcy velocity: 

q =  (6 a  -  9i) i  (4.4) 

This consideration assumes that water associated with 6l is stagnant, both ahead of and 

behind the front. Substituting Eq. (4.2) into Eq. (4.1) and then equating Eqs. (4.1) and 
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Figure 4.1: Illustration of the GA approach for water infiltration into porous media, (a) 

Upward infiltration, (b) Downward infiltration. 

(4.4) yields an ordinary differential equation for the front position l\ 

O s  ~  O r j  

I \  

ho hp{l) I 

ho  — h p ( l )  +  I 

I  

for upward infiltration 

for downward infiltration 

(4.5) 

The GA approach assumes the pressure head at the front to remain constant dur­

ing infiltration, hp(l) = hp = const. Using the method of separation of variables and 

subsequent integration, one can obtain the well-known solutions to Eq. (4.5) [10]. For 

upward infiltration, the front moves from the initial position, l(t — 0) = 0, into the 
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porous medium and asymptotically approaches the equilibrium height of the water table, 

Heq = h0 — hp, which can be obtained by setting I = 0 in Eq. (4.5). For downward 

infiltration, the front moves from the initial position l(t — 0) = 0 at an initially infinite 

velocity into the soil and then approaches the steady-state velocity K/(6S - 0t). 

Iwata et al. [18] suggest that deviations between the late stage of infiltration exper­

iments performed by Tabuchi [35] and modeling based on the GA approach could be 

exp la ined  by  a  con tac t  ang le  and  hence  a  hyd rau l i c  p ressu re  head  a t  the  f ron t ,  h p ( l ) ,  

which are not constant but depend on flow rate. Tabuchi performed upward infiltration 

experiments in porous medium columns and plotted ql versus I. According to Eq. (4.5), 

ql should scale linearly with I for upward infiltration, 

q l  =  K(h 0  — h p  — I )  (4.6) 

because h p  is constant. The symbols in Figure 4.2 show the results of three infiltration 

experiments performed by Tabuchi. The points in the origin correspond to the beginning 

of the infiltration experiments when I = 0. The points at the very right correspond to 

the end of the experiments, when I approached Heq. The middle portions of the three 

curves can be modeled by straight lines. If one does not account for a dynamic pressure 

head hv, then the negative slope of such a line should equal the hydraulic conductivity 

K according to Eq. (4.6). At the final points at the right, however, the slopes of the 

experimental curves increase significantly (from a negative value to zero), which cannot 
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be explained by Eq. (4.6). Iwata et al. [18] attribute this anomaly to a contact angle that 

depends on the flow velocity and that affects the "capillary force." 

Liquid-air displacement experiments in capillary tubes have indeed shown that contact 

angle (and hence pc) is a function of the velocity of the liquid-air interface [17, 32]. 

Such experiments are backed up by theoretical studies [1, 2, 21]. Therefore the capillary 

pressure at the front, pc(l) = pa — pw(l), cannot be expected to be constant during 

infiltration, where pw(l) is the water pressure measured directly behind the infiltration 

front (using a tensiometer) and pa is measured ahead of the front. Hence, the pressure 

head at the front, hp(l), cannot be expected to be constant since it depends on pc through 

hp( l )  =p w ( l ) / (pg)  =  \p a  -p c { l ) ] / (pg) .  

l-i 
• Experiment A 
O Experiment B 
A_ Experiment C] 

0. 

0 . 8 -

0.7-
(0 

o  0 .  

0 . 2 -

0.1-

40 60 80 0 20 
1 

Figure 4.2: Relation between ql and I for three capillary rise experiments performed by 

Tabuchi [35]. The center portions of the three data sets can be described by straight 
lines. The data deviate from the straight lines both at the beginning (I = 0) and at the 

end (highest I values) of the infiltration experiments. 
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Various studies indicate that the capillary pressure pc at an infiltration front also 

depends on flow rate at the Darcy scale. Weitz et al. [39] performed column experiments, 

in which water displaced decane in a glass bead packing at a constant flow rate, and 

proposed that pc at the displacement front is velocity dependent according to the following 

power law: 

where a is the interfacial tension, rf/, is a characteristic throat radius, K and 3 are fit 

parameters, Ca = rjv/o is the capillary number, q is the dynamic viscosity, and v is 

the interstitial fluid velocity. Downward infiltration experiments by Geiger and Durnford 

[9], during which the Darcy velocity q was held constant, have also shown that capillary 

pressure at the infiltration front depends on q. Geiger and Durnford, however, did not 

attempt to develop a model for capillary pressure as a function of q, nor did they per­

form a dimensional analysis. Siebold et al. [32] explain differences between capillary rise 

experiments in powder packings and the Washburn theory for infiltration into a capillary 

tube by a contact angle that depends on the flow velocity. DiCarlo [5] also observed that 

the capillary pressure at an infiltrating water front depends on the flow velocity. Although 

speculating that the constants in Eq. (4.7) should depend on the initial water content 0U 

DiCarlo did not analyze the infiltration data with Eq. (4.7). Weisbrod et al. [38] found 

that the early stage of upward infiltration can be best described by a GA model that uses 

a "dynamic" contact angle that is significantly larger than the equilibrium contact angle; 

(4.7) 
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however, this dynamic contact angle was assumed to be constant. 

So far, nobody has formulated any generalizations of the GA model which account for 

a dynamic capillary pressure at the wetting front that depends on the front velocity. In 

Section 4.2, we will do so and also present a conceptual model for the Darcy-scale dynamic 

capillary pressure at an infiltration front that is based on dimensional analysis and pore-

scale physics. This model will shed light on the nature of rth in Eq. (4.7). Note that we 

do not seek to generalize the more general Richards theory (1931) for two-phase flow in 

porous media, because it is not obvious how a capillary pressure which is only defined at an 

infiltration front can be incorporated into a Eulerian theory in which capillary pressure is 

defined everywhere. Generally, our new theory requires a numerical solution; however, for 

the special case where the nonequilibrium capillary pressure depends on the flow velocity 

through a power law, we can derive semi-analytical solutions. In Section 4.3, we reanalyze 

the infiltration experiments performed by Geiger and Durnford and infer functional forms 

for dynamic capillary pressure. In Section 4.4, we show that our new theory describes 

the late stage of the aforementioned infiltration experiments by Tabuchi better than the 

classical GA approach. In Section 4.5, we illustrate the pronounced effects of a dynamic 

capillary pressure on downward and upward infiltration. Finally in Section 4.6, we compare 

the data on dynamic capillary pressure at an infiltration front that we gathered to one 

another and explain differences with our conceptual model. 
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4.2 Theory 

4.2.1 Conceptual model for Darcy-scale dynamic capillary pres­

sure 

Contrary to the classical GA approach, we do not assume capillary pressure at the 

wetting front, pCl to remain constant during infiltration. Instead we assume pc to depend 

on the velocity of the wetting front, /, through a velocity-dependent contact angle d. To 

arrive at a model for dynamic capillary pressure pc, we identify physical variables on which 

pc could possibly depend. To that end, we first consider pore-network models, which 

represent a geometrically complex porous medium by means of simply shaped pore bodies 

connected by simply shaped pore throats. For spherical pore bodies, a capillary pressure at 

which wetting fluid displaces nonwetting fluid during quasi-static imbibition (e.g., water 

infiltration into a water-wet porous medium) is frequently assumed to be [20, 16] 

pc=2^c osd (4.8) 

where R is the pore body radius, and t )  is the contact angle. Friedman [8], who modeled 

a flow-rate-dependent capillary pressure-saturation relation, assumed that such a relation­

ship is valid even if d depends on flow rate. The pore spaces that we consider in this work 

are much more complex than pore networks with spherical pore bodies. In fact, in sand 

the geometry is often reversed: solid sand grains are often roughly spherical in shape, 
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while the pore bodies have complicated angular shapes. 

For a granular porous medium such as a soil, we thus modify Eq. (4.8) and assume 

the following dependencies for the Darcy-scale dynamic capillary pressure at the front: 

Pc = ̂ (Geometry,#*, ex, i3 )  (4.9) 

where "Geometry" represents variables that quantify pore-body size, either directly in 

terms of a pore-size distribution, or indirectly in terms of a grain-size distribution and 

porosity. The contact angle $ in Eq. (4.9) is assumed to be a function of the capillary 

number Ca, d — Ca) where Ca = r]l/a. Note that one could have also used the Darcy 

velocity q to define Ca. Microscopic observations, however, suggest that the contact angle 

depends on the velocity of the air-water interface, I, and not on q. We also accounted for 

a dependence on the initial water content 6i, because infiltration experiments by DiCarlo 

[5] have shown that the dynamic capillary pressure depends on 9U with dynamic effects 

be ing  more  p ronounced  fo r  sma l l  9 Z  va lues .  In  a  porous  med ium o f  un i fo rm gra in  s ize  D,  

the "Geometry" variables in Eq. (4.9) are D and the porosity e. Dimensional analysis of 

Eq. (4.9) then implies that the nondimensional capillary pressure is given by 

V— = V(e,ei^J) (4.10) 
a 

where V is a nondimensional function. Inspired by Eq. (4.8), we assume that p c  depends 
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on contact angle t) through the cosine. Hence 

—— = £(e, 8i) cos d (4.11) 
a 

where £ is a nondimensional function of £ and 0,. 

In order to describe the dependence of dynamic contact angle on the flow velocity, 

we assume the nondimensional uncompensated Young force [4] to be a function of Ca: 

where T(Q)  = 0, and d e q  is the advancing equilibrium contact angle. Therefore 

where Peq and Pneq are the nondimensional equilibrium and nonequilibrium capillary pres­

sures, respectively. Equation (4.12) reflects the fact that a capillary system, which is in 

non-equilibrium, relaxes to an equilibrium state in the form of a flow process for which 

Ca 7^ 0. Note that even though we motivated Eq. (4.12) based on pore-scale arguments, 

the contact angle d is like in the imbibition study by Weisbrod et al. [38] an average or 

effective contact angle. 

The dots in Eq. (4.12) represent additional parameters on which T might depend. 

Based on Cox's (1986) theory of dynamic contact angle on flat impermeable surfaces that 

cos^e(? — cos"d = ̂ "(Ca, • • •) (4 12) 

=  £ ( £ i  c o s i ) m  _ S(e ,Ca,• • •) (4.13) 
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shows that the contact angle depends slightly (through a logarithm) on the ratio of the 

slip length to a macroscopic length scale, e, we expect T to depend on e too. Here the 

slip length quantifies the surface region around the three-phase contact line (formed by 

the two fluids and the solid surface) in which the no-slip boundary condition for the fluids 

is not obeyed. Little is known about the dynamic contact angle of fluid-fluid interfaces in 

sphere packings. The situation is more complicated than on flat solid surfaces, because 

contact lines may be destroyed and created when fluid-fluid interfaces jump from one grain 

to another [24], A nondimensional pore size R/D could be used to quantify the dimension 

of the contact line jumps and therefore could be one of the variables that represent the 

dots in Eq. (4.12). 

In this study, we will consider the following power law model for the T function: 

where a > 0 and fi > 0 are model parameters that are porous medium specific and 

that are, for example, related to a slip length. The power law model has also been used 

to describe a dynamic contact angle on impermeable surfaces according to Eq. (4.12) 

[27, 23, 31]. Equation (4.13) now becomes 

Note that Eq. (4.15) is supported by experiments by Weitz et al. [39] because it conforms 

J"(Ca) = aCa a  (4.14) 

= £(e, 9i) [cosi9e? — aCa^] (4.15) 
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to Eq. (4.7) if r t h  = D/[£{e ,  9 l )  cos d e ( j )  and £(e , 9 i )  a/D = K/r t h .  

4.2.2 Modified Green-Ampt approach 

To account for a dynamic capillary pressure in the equation of motion (4.5), we add 

and subtract pa/(pg) in the enumerator on the right hand side, and use Eqs. (4,3) and 

(4.15): 

(6>a - ft) 

K 

So +  Ho -
a  

•£{e ,e i )aQaP- I  
Dpg 

for upward infiltration 

11 =  

So + Ho 
a  

•£(e ,  Oi )  cvCa^ + I  
Dpg 

for downward infiltration 

(4.16) 

where 

So = 
a 

Dpg 
£(s ,  Oi )  cos i )  e q  (417) 

is the equilibrium suction head. Equation (4.16) generalizes the GA approach to account 

for a dynamic capillary pressure where the nonequilibrium capillary pressure depends on 

Ca in form of a power law. (Other functional forms are possible too.) We will solve 

this ODE subject to the initial condition l(t = 0) = 0 which applies to the Tabuchi [35] 

experiments. 
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To nondimensionalize the ODE, we introduce a nondimensional time 

I<  
(4.18) 

T («, 

and a nondimensional front position 

A =  l /H e q  (4.19) 

where H e q  — H 0  + S 0  is the equilibrium height of the water table for the case of upward 

infiltration. In this paper, we assume that Heq > 0. For a dynamic capillary pressure 

when Ca > 0, this assumption is a necessary condition for liquid infiltration as can 

be seen by evaluation of Eq. (4.16) for t = 0. For a constant capillary pressure when 

Ca = 0, the condition only excludes the case of steady-state downward infiltration. The 

nondimensional equation of motion becomes 

A (A' + 1) for upward infiltration 

i - Bo;1^,^)^ = < (4.20) 

A (A' — 1) for downward infiltration 
\ 

where 

(4.21) 
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and A' = dX/dr  =  (6 S  — 6 t )  l /K  is the nondimensional front velocity, and 

Bo, = DHe(lP9 (4.22) 
a 

is a modified Bond number that is similar to the Bond number Bo = pgL ' 2 ja  which uses 

on ly  one  typ ica l  l eng th  sca le  L.  

4.2.3 Semi-analytical solution for the Green-Ampt approach: 

power law model for dynamic contact angle 

Equation (4.16) and its nondimensional version Eq. (4.20) constitute implicit ODEs 

for the front position l{t). These ODEs can be relatively easily solved numerically once 

the functional form of pc, including the d dependence on Ca, is known. We can, however, 

obtain a semi-analytical solution of Eq. (4.20) by adopting methods that were originally 

used to derive analytical solutions for infiltration into inclined capillary tubes [14], Here 

semi-analytical means that we obtain an analytical solution for the front velocity A'; 

however, the front position A has to be determined through numerical integration of A'. 

Equation (4.20) is difficult to solve analytically, because it is nonlinear (unless (3 = 1). 

We can, however, obtain an implicit analytical solution for the interface velocity A' by 

dividing Eq. (4.20) by A'-t-l for upward infiltration and by A' —1 for downward infiltration, 

and by differentiating the resulting equations with respect to r. We then obtain an ODE 
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for the interface velocity A' for which we now introduce the symbol 

'  Bo; 'gM t )S( l  -  (3)C 0  -  Bo^^^S^- 1  -  1 

(C + 1)2 ^ 

for upward infiltration 

&o~ x £{e ,  6 , )  a(l -0 )  Q 0  + Bo^Sie ,  0 t )  aQQ 0 " 1  -  1 w 

( c - i ) 2  

for downward infiltration 

c 

(4.23) 

This ODE needs to be solved subject to the initial condition 

e(r = o) = Co = 
Bo* 

£ ( e , 8 i ) a  

1 / 0  

(4.24) 

which can be obtained by setting A(r = 0) = 0 and r = 0 in Eq. (4.20). 

Separation of the variables in Eq. (4.23) and subsequent integration yields an analytical 
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solution for the nondimensional travel time r as a function of the front velocity (: 

T(C) 

Bo;1£(s.ft1)a(l - /3)/(/3, l,C,Co) 

-Bo;l£(£,9i)a0I{3- 1,1, C, Co) -/(0,l,C,Co) 

for upward infiltration 

Bo~ l £{e,  6 i )  a (1 - 0)  I ( f3 ,  -1, C, Co) 

+B0;1£(£, B i )a f31{ (3-  1,-1, C, Co) -  /(0, -1, C, Co) 

for downward infiltration 

(4.25) 

where 

/< CP-1 
/(M, r, c, Co) = / 

Ao l? + 1 ) 
(426) 

is an integral which has been evaluated by Hilpert [14], For non-integer /i values, the 
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value of the integral is given by 

/(/;, r, C, Co) 

P 1—2 B (jm, 2 n, 1+1̂  ̂  

for upward infiltration 

C > 0 and Co > 0 

i r r 2 [ B ( / / , - i , c ) 4  

for downward infiltration, 

0 < C < 1 and 0 < Co < 1 

in n-2  B l  2 - / z , - l  i  
C 

Co 

for downward infiltration, 

C > 1 and Co > 1 

(4.27) 

where B(v, r ] ,T)  =  f^ t , l / ' ' i / ( l  +  t ) l J + v dt  is the incomplete beta function. See Spanier 

and Oldham [33]  or  H i lper t  [14,  Appendix ]  fo r  more deta i ls  on B(u. r j ,T) .  

We can obtain the interface position A as function of r by numerically inverting r(C) 

and then integrating C( r) :  

A(r) = A(0)+ fc(0^ (4.28) 
Jo 

Using Eqs. (4.25) and (4.28), we can now predict the wetting front position A and the 

velocity C during infiltration, respectively. 
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4.3 Reanalysis of the Geiger and Durnford experiments 

on dynamic capillary pressure 

We have analyzed the infiltration experiments performed by Geiger and Durnford [9] 

in order to test our general model for dynamic capillary pressure given by Eq. (4.13) and 

our more specific model for the Ca dependence of dynamic capillary pressure given by 

Eq. (4.15). For two Ottawa silica sands labeled as F-14 and F-95, Geiger and Durnford 

measured the dynamic suction head S = pc/{pg) (labeled as —hw in their paper) as a 

function of Darcy velocity q. For the F-95 sand, Geiger and Durnford extracted relatively 

uniform size fractions, which are labeled as 60-80, 80-100 and 100-140 according to the 

US standard sieve size system. Table 4.1 shows the properties of the F-95 sands. To 

focus our study, we only analyzed the data for the three size fractions of the F-95 sand. 

Table 4.1: Properties of sands used in the infiltration experiments by Geiger and Durnford. 

Medium D50 K  Bulk density Porosity e  

[f j ,  m] [cm/s] [g/cm3] h] 

F-95 145 6.9x10-- 3  1.69 0.36 
60-80 214 1.7x10" - 2  1.68 0.37 
80-100 162 1.1x10" - 2  1.66 0.37 

100-140 127 7.7x10-- 3  1.63 0.39 

Geiger and Durnford presented the measurements for the three size fractions in a plot 

o f  the  d imens iona l  suc t ion  head  S  versus  the  nond imens iona l  Darcy  ve loc i t y  q*  — q /K  

(see Figure 4.3a). The three curves look similar, and it seems possible to collapse the 

data through a dimensional analysis. To that end, we can assume the three size fractions 
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to possess the same i)eq value, because the fractions all consist of silica minerals. We also 

assume that the size fractions have about the same porosity e according to Table 4.1. 

Since the sands were air-dry, 9{ « 0 for all size fractions. With these assumptions, the 

three plots of S vs. q* shown in Figure 4.3a should collapse onto one another according 

to Eq. (4.13). For the grain diameter D, we used the measured D50 values reported in 

Table 4.1. We estimated the non-measured air-water interfacial tension by a = 72 x lCT3 

N/m [7]. Figure 4.3b shows that the three nondimensional pcD/a vs. rjq/a curves can 

indeed be represented by a single curve. This fact can in a way be attributed to Miller 

similarity [26] among the three sands investigated or to the result of our dimensional 

analysis which, contrary to Miller and Miller's, explicitly accounts for a dynamic capillary 

pressure. 

We now use the p c D/a  vs. r )q /a  data shown in Figure 4.3b to parameterize the 

power law model for dynamic capillary pressure given by Eq. (4.15). We approximate the 

£ values of the three experiments by a single value E, since the porosities and the initial 

water contents of the three sands are about equal, E « £(s,9i). The dynamic capillary 

pressure for the 60-80, 80-100, and 100-140 experiments should then be described by 

where the nondimensional equilibrium capillary pressure Peq = Ecosdeq, fneq = Ea/(8S — 

9,)3 and (j are parameters or products of parameters that have not been measured in-

(4.29) 
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Figure 4.3: (a) Dynamic capillary pressure data from Geiger and Durnford [9]. (b) Fit of 

the experimental data to our model for dynamic capillary pressure. 

dependently by Geiger and Durnford and that need to be fitted. We used the S  vs. q*  

data of all size fractions to determine Peq, fneq and 0 through a nonlinear regression 

analysis. Figure 4.3b shows the model prediction including the 95% confidence interval. 
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Most of experimental data points lie within the confidence interval, suggesting that the 

model given by Eq. (4.29) predicts the experimental data well. The values of the inversely 

determined fit parameters including 95% confidence intervals are shown in Table 4.2 (Fit 

scenario "A"). The relatively large confidence intervals of the fit parameters are likely due 

to the lack of experimental data as the following consideration suggests. 

Seeking to explain the reason for these large confidence intervals, we reduced the 

number of fit parameters by setting the exponent (3 to pre-determined values. Relatively 

little is known about 0 values in sand. Therefore, in the first place, we considered (3 to 

be a fit parameter. We can, however, get clues about (3 from Weitz's Darcy-scale study 

which yielded !3 = 0.5 ± 0.1 for water displacing decane in a glass beads column. We 

also can guess 3 from pore-scale studies which assume that the dynamic contact angle i) 

on flat surfaces and in circular capillary tubes can be described by cos$e<? — cos i) ~ Ca'^. 

Theoretical and experimental studies show that (3 varies between 1/5 and 1 [31]. Tanner's 

(1979) law for droplet spreading on a horizontal surface gives (3 = 2/3. Capillary tube 

experiments by Mumley et al. [27] show that (3 « 1/2 when Ca is around 10~5 — 10~2. 

Given this wide range of [3 values, we chose (3 values of 1/2, 2/3 and 1/10, and used only 

Peq and fneq as fit parameters. The values of the inversely determined fit parameters are 

shown in Table 4.2 (Fit scenarios "B", "C" and "D"). All three values of (3 nicely describe 

the experimental data. Similar to the case where we fitted (3, most of the experimental 

data points lie within the 95% confidence interval (plots not shown). The residual sum of 

squares (SSE) of the model prediction is only slightly higher if (3 is set to a fixed value (see 
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Table 4.2: Fit of our model for dynamic capillary pressure given by Eq. (4.29) to experi­
mental data by Geiger and Durnford. 

Fit parameters 

Fit scenario p  1  eq fneq (3  SSE 

A 10.05±3.85 314.73 ± 1663.31 0.31±0.440 1.18 
B 9.04±0.45 3605.80 ± 790.62 1/2 1.30 

C 8.64±0.41 32729.10 ± 7947.36 2/3 1.56 
D 15.56±1.84 39.25 ± 8.69 1/10 1.32 
E 8.23±0.43 2.92e+6 ± 9.12e+5 1 2.41 

F 7.95±0.49 2.56e+9 ± l.lle+9 3/2 4.00 

G 7.80±0.55 2.24e+12± 1.21e+12 2 5.47 

Table 4.2). This fact is likely due to the relatively small range of experimental Ca values 

which does not allow accurate identification of the exponent (3. More accurate (3 values 

could likely be determined by performing measurements of dynamic capillary pressure for 

a much wider range of Ca values. 

Even though (3 is typically assumed to be smaller than one, we also attempted to fit 

the Geiger and Durnford data by using selected values of 13 > 1. The resulting fits (Fit 

scenarios "E"-"G") were not good, however, and led to the large SSE values reported in 

Table 4.2. 

The main finding of this section is that one can collapse the data obtained by Geiger 

and Durnford for three different size fractions through dimensional analysis. Moreover, 

our power model for dynamic capillary pressure explains the experimental data, because 

most experimental data lie within the 95% confidence intervals of the predictions. We 

could not accurately estimate (3\ however, a good model fit requires (3 < 1. 
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4.4 Modeling capillary rise experiments by Tabuchi 

In Fig. 4.2, we have shown the results of the three capillary rise experiments performed 

by Tabuchi [35]. The three experiments were performed for the different ponding depths 

H0 listed in Table 4.3. The final stages of the infiltration experiments, when the wetting 

fronts approached the equilibrium water table, could not be explained with Eq. (4.6), 

which assumes capillary pressure to be constant during infiltration. We now investigate 

whether these final stages can be better described by the modified GA approach which 

incorporates a dynamic capillary pressure. To do so, we fit the model given by the first 

case in Eq. (4.20) to each of the three experimental curves. Let us first discuss the 

parameters that do not require fitting. 

The length scale H e q  used to relate the dimensional measured front position I  to the 

nondimensional front position A is known from each of the three experiments. We can 

assume that the fronts reached the equilibrium water table at the end of the experiments. 

Hence the three Heq values, which we report in Table 4.3, equal the maximum I values of 

the three experimental ql vs. I curves in Fig. 4.2. Moreover, the measured ql data can 

be related to their nondimensional counterpart XX' = qlHeq/K because the hydraulic 

conductivity was reported in Tabuchi [35], K — 1.8 x 10~2 cm/s. More parameters 

appear in Bo*, £ and a on the left hand side of Eq. (4.20). The grain-size distribution 

was relatively uniform and varied between 0.1 and 0.2 mm [35]. We used the arithmetic 

mean grain size, D = 0.15 mm. For the fluid properties, we used 77 = 10"3 Pas, 

a = 72 x 10_,i N/m and p = 1000 kg/m3. 
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Table 4.3: Some parameters of the three capillary rise experiments performed by Tabuchi. 

Ho H , q  

Experiment [cm] [cm] 

A 40 61.57 

B 20 34.52 

C 12 27.52 

This leaves us with the following unknowns: a ,  (3 ,  (9 S  — 0 t ) and the functional form of 

£. Since the three Tabuchi experiments were performed in only one soil column, the value 

of £ becomes a fit parameter E = £(e, 6^) where 5 is the porosity and 0* the initial water 

content of the soil column. Lumping products of unknown parameters in Eq. (4.20), only 

two fit parameters remain: fneq = Ea/(9S — 6%)P and (3. 

Tabuchi did not perform independent experiments to parameterize the dynamic cap­

illary pressure. We first tried using the parameterization from the Geiger and Durnford 

experiments that we obtained in the previous section. The resulting model predictions 

(not presented) did not, however, explain the Tabuchi experiments well. This finding is 

not surprising, because Geiger and Durnford [9] and Tabuchi [35] used different types of 

soils which cannot be expected to possess the same dynamic capillary pressure parame-

terizations. Thus we inversely determined both (3 and fneq. By performing a nonlinear 

regression analysis, we determined the best-fit values of (3 and fneq shown in Table 4.4 (Fit 

Scenario I). Figure 4.4a shows that the corresponding best-fit simulations describe the 

Tabuchi experiments well. For intermediate I values, the data are nicely described by more 

or less straight lines. Unlike the classical GA approach, our modified approach captures 
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both the beginning (/ = 0) and the end of an infiltration experiment ( I  =  H e q ) .  At the 

beginning, ql — 0, as it should be because I = 0 and q < oo according to Eq. (4.24). At 

the end, the front correctly approaches the equilibrium water table with an infinitesimally 

small Darcy velocity, I —> Heq and q —> 0. 

Conversely the classical GA approach does not describe the experiments well as shown 

in Fig. 4.4b. The classical GA model overestimates the Darcy velocity q, because the 

predicted value of ql is larger than the measured one for all values of I. Furthermore, the 

classical GA approach predicts ql = KHeq > 0 for I = 0. This is because the initial rate 

of infiltration and Darcy velocity are infinite for the time t = 0 and front position I = 0. 

Thus the finite ql value for / = 0 makes sense from the perspective of the classical GA 

approach. An infinite front velocity, however, does not make physical sense. To remedy 

the poor model prediction, we can interpret Heq and K (slope of the ql vs. I curve) as fit 

Table 4.4: Values of fit parameters used to model the three Tabuchi experiments for the 

three different fit scenarios. 

Fit parameters 

Fit scenario Experiment fneq  0  SSE (x 10~~3) 

A 6.30 ± 1.57 0.062 ± 0.019 3.60 

1 B 3.38 ± 2.75 0.088 ± 0.052 4.37 

C 4.27 ± 1.28 0.075 ± 0.021 0.31 

A 1640.67 ± 343.06 1/2 162.03 
II B 839.59 ± 189.56 1/2 45.35 

C 1532.27 ± 391.80 1/2 25.16 

A 12933.07 ± 3740.14 2/3 249.32 

III B 6972.92 ± 2109.79 2/3 69.51 

C 15412.30 ± 5509.69 2/3 38.28 
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Figure 4.4: (a) Modeling of the capillary rise experiments by Tabuchi with the modified 

GA approach. Fit parameters: {3 and fneq (Fit scenario I), (b) Modeling the capillary rise 
experiments by Tabuchi with the classical GA approach. The agreement is poor because 
the  mode l  p red ic t ion  uses  the  measured  equ i l i b r ium he igh t  o f  the  wate r  tab le ,  H e q .  
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parameters. Then the classical GA model describes most of the experimental data points 

well as shown in Fig. 4.2. However, we cannot learn anything from this fitting exercise 

since K and Heq are known in this example. Even worse is that the model fit does not 

yield the correct value for Heq, a quantity of considerable hydrological importance. 

As in the analysis of the Geiger and Durnford [9] experiments in Sec. 4.3, we also 

considered two fixed values for the exponent f3 in the power law model for dynamic 

capillary pressure: 1/2 and 2/3. Then fneq is the only fit parameter. Table 4.4 lists the 

inversely determined fneq values (Fit scenarios II and III). For the prescribed values of 

,3, the modified GA approach does not describe the Tabuchi experiments well (plots not 

shown). Contrary to the analysis of the Geiger and Durnford [9] data, it is crucial to 

consider j3 to be a fit parameter. We believe that this is due to the comparatively large 

range of capillary numbers Ca that occurs during capillary rise, ranging from a quite large 

initial value down to zero as the equilibrium water table is approached. 

4.5 Effects of dynamic capillary pressure on transient 

infiltration 

While the ql vs. I plots presented in the previous section have been useful to examine 

the Tabuchi [35] data, the plots do not clearly illustrate the effects of a dynamic capillary 

pressure on infiltration. To that end, it is better to illustrate the differences in the temporal 

behavior of the front position I and Darcy velocity q between the classical and modified GA 
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approach. We will do so for both downward and upward infiltration. For the simulations 

that account for a dynamic capillary pressure, we used the hydraulic properties of the 

porous medium system used in the Tabuchi capillary rise experiments. Specifically, we 

used the parameterization of dynamic capillary pressure that used (3 as a fit parameter 

(Fit scenario I in Table 4.4). We estimated the non-measured mobile water content, which 

is needed to dimensionalize time t, to be 9S — 0% = 0.3. 

To obtain a constant capillary pressure, we set f n e q  — 0. Hence a  = 0 and, fol­

lowing Green and Ampt [10], one can derive an implicit analytical solution for A to the 

nondimensional equation of motion given by Eq. (4.20): 

r (  A) =  < 

— A — log(l — A) for upward infiltration 

(4.30) 

A — log(l + A) for downward infiltration 

Figure 4.5a shows the simulation results for upward infiltration. We use a ponding 

depth H0 — 0.4 m. This value was also used in Tabuchi's Experiment A (see Table 4.3). 

Thus the l(t) and q(t) curves for a dynamic capillary pressure can actually be used to 

construct the ql versus / plot for Experiment A shown in Fig. 4.4a. For both a constant 

and a dynamic capillary pressure, the front asymptotically approaches the equilibrium 

water table, I —> Heq. At the same time, the Darcy velocity vanishes, q —> 0. For a 

constant capillary pressure, the front approaches the equilibrium water table at a higher 

speed than for a dynamic capillary pressure. In fact the speed is initially infinite. This is 
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a well-known unphysical feature of the classical GA approach. 

Figure 4.5b shows the simulation results for downward infiltration where we used 

a ponding depth H0 = 0 m. For both capillary pressure models, the Darcy velocity 

q decreases from an initially high value and asymptotically approaches the steady-state 

Darcy velocity given by the hydraulic conductivity K. This behavior is well known from 

the classical GA approach. The front position I scales linearly with time t in the late 

stage of infiltration as q becomes constant. As for upward infiltration, q is initially infinite 

for a constant capillary pressure and higher than for a dynamic capillary pressure. The 

difference in q between the two model predictions results in significant differences in the 

front position I both in the early and late stage of infiltration. 
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Figure 4.5: Effects of dynamic capillary pressure on (a) upward infiltration and (b) down­

ward infiltration. Left column: front position I versus time t. Right column: Darcy 
velocity q versus t. Solid lines: modified GA model. Dashed lines: classical GA model. 

4.6 Comparison of dynamic capillary pressure relations 

Finally we compared the data on capillary pressure as a function of Ca that we as­

sembled to one another, that is, the Weitz et al. and the Geiger and Durnford data as 

well as the dynamic capillary pressures that we inversely determined from the Tabuchi 

experiments. For the comparison, we nondimensionalized the Weitz et al. data so that 

it conforms to Eq. (4.29). To do so, we multiplied Eq. (4.7) by D/a. Consistency with 

Eq. (4.29) requires Peq = D/rth and fneq — DKjrth, Since a = 41 dyn/cm, D = 0.5 
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Figure 4.6: Nondimensional capillary pressure versus rjq/cr for the Geiger and Durnford, 
the Tabuchi, and the Weitz et al. experiments. 

mm, K = 300 ± 50 and r t h = 0.745 ± 0.068 mm for the Weitz et al. experiments, we 

determined Peq = 0.67 ± 0.06 and fneq = 201 ± 38. 

The comparison in Figure 4.6 shows that the pcD/7 vs. rjq/a curves have similar 

shapes, with pcD/7 decreasing as Tjq/a increases. The three curves inversely determined 

from the three Tabuchi experiments are close to one another, suggesting that the inverse 

parameter identification is robust. Figure 4.6 also illustrates that the three individual 

experiments have very different Peq values. This is quite likely due to different equilibrium 

contact angles deq, on which Peq depends according to Eq. (4.15). The nondimensional 

capillary pressures of the Geiger and Durnford experiments are about four times higher 

than those of the Tabuchi experiments, although both experiments used air and water 

as the fluids. This difference is likely due to the different types of porous media used in 
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the experiments. The grains are of different mineralogy suggesting, for example, different 

equilibrium contact angles i)eq, which can easily explain a factor of four. Moreover, the 

grains may have a different surface roughness, which should also affect Peq and fneq. The 

Peq value of the Weitz et al. experiments is much lower than those of the Geiger and 

Durnford as well as the Tabuchi experiments, potentially because the decane-water-glass 

bead system is closer to neutral wettability than the air-water systems. 

4.7 Discussion and summary 

In the classical GA model, capillary pressure at the wetting front is assumed to remain 

constant during infiltration. We generalized this model to account for a capillary pressure 

that depends on the flow velocity. Based on dimensional analysis and physical considera­

tions, we posited the functional form for dynamic capillary pressure given by Eqs. (4.13) 

and (4.15). This mathematical model describes measurements of capillary pressure versus 

Darcy velocity by Weitz et al. [39] and Geiger and Durnford [9] well. Moreover, our di­

mensional analysis allows us to collapse three dynamic capillary pressure curves that have 

been obtained by Geiger and Durnford for sands of different grain size onto one curve. 

The relatively small range of capillary numbers Ca used in the Geiger and Durnford ex­

periments did not, however, allow us to determine accurately the parameterization of the 

power law model for the nonequilibrium capillary pressure, that is, the exponent (3. 

The functional form that we suggest seems to improve the one suggested by Weitz 

et al., because our model explicitly accounts for a contact angle d. In the Weitz et al. model, 
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the equilibrium capillary pressure is given by a/ r t h according to Eq. (4.7). Since this for­

mula does not account for d, Weitz et al. fitted a characteristic throat radius that is larger 

than the grain diameter, Rt = 0.745 mm > 0.5 mm = D, which does not make geo­

metrical and physical sense. By assuming that the Darcy-scale dynamic capillary pressure 

depends on which is clearly supported by pore-scale physics, this inconsistency can be 

avoided. This assumption is also supported by the infiltration study by Weisbrod et al. 

[38]-

The modified GA approach describes the capillary rise experiments performed by 

Tabuchi well (see Figure 4.4a). In contrast, the final stages of these experiments, during 

which the front approached the equilibrium water table, cannot be described by the clas­

sical GA model (see Figure 4.2 and Figure 4.4b). Since Tabuchi did not independently 

measure the relationship between the dynamic capillary pressure and capillary number, 

we inversely determined this relationship from the data for the capillary rise experiments. 

We did so separately for each of the three experiments that Tabuchi performed for three 

different ponding depths H0. The values of the three resulting sets of fit parameters are 

quite close to one another and suggest that the power law model for dynamic capillary 

pressure according to Eqs. (4.15) and (4.29) is a suitable choice not only for the Weitz et 

al. and Geiger and Durnford but also for the Tabuchi experiments. 

Our assumed equation for dynamic capillary pressure in a porous medium, Eq. (4.15), is 

mathematically equivalent to power law models for dynamic contact angle on impermeable 

flat surfaces or in capillary tubes. However, the values of the exponent that we determined 
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for the soils used in the Tabuchi experiments, 0.062 < (3 < 0.087, is much lower than 

the values of 0 on impermeable surfaces (see Sec. 4.3). For glass beads, however, Weitz 

et al. determined 0.4 < p < 0.6, which corresponds to 0 values on impermeable surfaces. 

This suggests that (3 is a function of porous medium properties (e.g. surface roughness) 

and fluid properties. 

In Section 4.5, we have shown that a dynamic capillary pressure significantly affects 

transient downward and upward infiltration. For both downward and upward infiltration, 

the Darcy velocity q initially diverges in the classical GA model. This unphysical behavior 

is well known and also occurs in the classical Lucas-Washburn theory for infiltration into 

a capillary tube [25, 37, 15], As is the case for infiltration into capillary tubes [13, 14], 

a capillary pressure that depends on the flow velocity avoids the infinite initial velocity in 

the GA approach. 

When modeling the front position I and the front velocity / as a function of time t, 

we pursued a semi-analytical approach. Following the lines of Hilpert [14], we derived the 

implicit analytical solution given by Eq. (4.25) for the front velocity. We then obtained 

the front position numerically by inverting the implicit solution and integrating it. The 

semi-analytical approach may be computationally less expensive than solving the ODE 

given by Eq. (4.20) numerically. 

While we generalized the GA approach to account for a flow-velocity dependent cap­

illary pressure at the infiltration front, there are also efforts underway that generalize 

Richards' equation for variably-saturated flow. Such a theory can be used to describe the 
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diffuse wetting front that occurs during water infiltration including saturation overshoot 

which also has been linked to a dynamic capillary pressure [6], Some of these efforts 

account for a dynamic capillary pressure in the form of a rate law, which assumes the ac­

tual capillary pressure;^, to relax towards an equilibrium capillary pressure, pe
c
q, as follows 

[34, 12]: 

d s 
t o = - T ( P c - P ? )  ( 4 - 3 1 )  

where s is the water saturation, and r is a relaxation parameter that depends on other sys­

tem variables. While this relaxation model can be built into thermodynamically consistent 

theories for multiphase flow [11, 19], determination of r is subject of ongoing research 

[3, 28, 30, 22], and the rate law has so far not been rigorously derived. Our functional 

form for dynamic capillary pressure at the wetting front could potentially inform efforts 

in determining a functional form for the nonequilibrium capillary pressure to be used in 

Richards' equation. One needs to be careful when comparing Eq. (4.15) to Eq. (4.31), 

because they are formulated in a Lagrangian and a Eulerian framework, respectively. It 

seems conceivable, however, that the left hand side of Eq. (4.31) could potentially depend 

on the water or the front velocity through a power law. It would be interesting to check 

whether the Tabuchi experiments and in particular the ql versus I plots can be modeled 

by Richards' theory, with or without accounting for a dynamic capillary pressure. 

Finally, we would like to comment on the conjecture of Iwata et al. [18] that the final 

stages of capillary rise experiments performed by Tabuchi could potentially be explained 

by a dynamic contact angle. By relating the dynamic contact angle to a dynamic capillary 
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pressure at the wetting front and analyzing published infiltration experiments, we have 

provided evidence that the conjecture of Iwata et al. is correct, even though we could 

not directly observe the contact angle. In retrospect, the conjecture is quite visionary, 

particularly as still today the vast majority of flow models used in hydrology and petroleum 

engineering, formulated at both the pore-scale and the Darcy-scale, assumes a constant 

contact angle which does not depend on flow velocity. 
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Chapter 5. Summary, engineering 

application, and future work 

5.1 Summary 

Chapter 2 examined the effect of contact angle hysteresis on the mobilization of a 

blob in a model pore doublet. Contact angle hysteresis was linked to the Jamin effect, 

which explains both the trapping of residual NAPL blobs and their mobilization. Exper­

iments with a model pore doublet showed that the Jamin effect on a blob in a straight 

capillary tube can be explained entirely through contact angle hysteresis. The blob can 

sustain pressure gradients, without moving away from its original position, by changing its 

interfacial shape (curvatures) and contact angles. Once the contact angles reached the 

receding/advancing contact angles, the pressure which the blob sustained was the critical 

pressure for mobilizing the blob. 

By taking advantage of PLIF technique, I was able to measure the contact angles in 2D 

and 3D, as well as curvatures of blob menisci. A 3D blob image was reconstructed from a 

series of images on parallel planes across the blob. The contact angles and the curvatures 

of menisci in 3D were then determined by analyzing the 3D blob images. The results 

show that the contact angles measured in both 2D and 3D along a contact line depend 
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on the altitude due to contact angle hysteresis and gravity. Based on the Poiseulle flow 

assumption and the Young-Laplace equation, the pressure drops calculated from mean 

curvatures and 2D/3D contact angles are in line with the measured pressure drops. 

The method introduced in Chapter 2 for determining capillary pressure based on mean 

curvature measurements in a capillary tube can be extended to calculating capillary pres­

sure in geometrically complex porous media, such as reservoir rocks. In these geometries, 

one cannot easily infer capillary pressure from measured contact angles due to the highly 

variable pore boundaries, but one can use this method to measure mean curvatures and 

then calculate the capillary pressure. In addition, the methods in Chapter 2 for determin­

ing curvature and contact angles from 3D images can also be applied to other types of 

images, e.g., those measured by X-ray CMT. 

Approaches to accounting for contact angle hysteresis are of interest in emerging 

Darcy-scale theories for multiphase flow that can be used to describe blob mobilization 

during an EOR or ground water remediation. For example, the relative permeability can 

be affected by contact angle hysteresis, which decreases the mobility of residual oil blobs. 

Without taking contact angle hysteresis into account, models would overestimate the 

relative permeability. 

The simple ID model pore system, discussed in Chapter 3, was formulated to describe 

the response of a blob in a capillary tube to an oscillatory external pressure difference. In 

this model, the three-phase contact points of the blob are assumed to be pinned, and the 

flow is assumed to be axial-symmetric, oriented along the tube axis, and incompressible. 
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This model theoretically predicts the resonance of the blob, and the occurrence of reso­

nance which depends on the density and viscosity of liquids, interfacial tension, contact 

angle, and the radius of the tube. 

Using the PLIF technique, the response of the blobs to oscillatory pressure differences 

was visualized and measured. The results agreed with the prediction of the ID model that 

a blob can resonate in a horizontally-oriented capillary tube. Furthermore, the experiments 

showed that a blob also resonates in a sphere packing, a phenomenon which has not yet 

been documented in the literature. Although the geometrical difference between the ID 

model and the blob in the sphere packing is significant, the predicted resonant frequency 

agrees fairly well with the measured one. 

Because of the complicated shape of a blob in a sphere packing, a fully analytical 

expression of the frequency response of the blob has not yet been derived. Computational 

fluid dynamic techniques, such as those based on the lattice-Boltzmann (LB) method [6], 

could be used to predict the frequency response of blobs, but, such simulations require 

significant computational time. In contrast, the ID pore model provides a simple means 

of predicting the occurrence of blob resonance in porous media and arriving at rough 

estimates of the frequency response. 

The work presented in Chapters 2 and 3, demonstrats the ability of the PLIF technique 

to visualize and quantify the dynamics/movement of blobs or menisci in porous media. 

In Chapter 2, the PLIF technique was successfully used to visualize the meridian profile 

of a blob subjected to different pressure gradients created by a prescribed bypass flow in 
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a model pore doublet. The experiments presented in Chapter 3 determined the dynamic 

response of menisci in porous media to oscillatory pressure differences and showed the 

ability of PLIF to record the images with high temporal resolution. These high quality 

images were used develop the relationship between changing contact angles and blob 

displacement. Based on the relationship, an additional coefficient was determined to 

incorporate the effects of gravity on the shape of menisci. This significantly reduced the 

difference between the predictions of the simple ID model and the measured data. 

The Green-Ampt (GA) model was generalized to account for a capillary pressure that 

depends on the Darcy velocity. Based on a dimensional analysis and physical consider­

ations, a functional form was proposed for dynamic capillary pressure given by a power 

law. This mathematical model successfully describes measurements of capillary pressure 

versus Darcy velocity taken by Weitz et al. [16] and Geiger and Durnford [5]. Moreover, 

by dimensional analysis, the three dynamic capillary pressure curves that were obtained by 

Geiger and Durnford for sands of different grain size can be represented on a single curve. 

The modified GA approach describes the capillary rise experiments performed by 

Tabuchi [15] well. In contrast, the final stages of these experiments, during which the 

front approached the equilibrium water table, cannot be described by the classical GA 

model. Since Tabuchi did not independently measure the relationship between the dy­

namic capillary pressure and capillary number, I inversely determined this relationship from 

the data for the capillary rise experiments. I did this separately for each of the three ex­

periments that Tabuchi performed for three different ponding depths. The values of the 
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three resulting sets of fit parameters are quite close to one another and suggest that the 

power law model for dynamic capillary pressure is a suitable choice not only for Weitz 

et al. [16] and Geiger and Durnford [5] but also for the Tabuchi experiments. 

The equation for dynamic capillary pressure in a porous medium is mathematically 

equivalent to power law models for dynamic contact angle on impermeable flat surfaces 

or in capillary tubes. However, the values of the exponent, 13, that I determined for 

the soils used in the Tabuchi experiments is much lower than the one for impermeable 

surfaces. In contrast, Weitz et al. [16] determined 0.4 < (3 < 0.6 for glass beads, which 

corresponds to (3 values on impermeable surfaces. This suggests that j3 is a function of 

porous medium properties (e.g. surface roughness) and fluid properties. 

A semi-analytical approach was taken to modeling the front position and the front 

velocity as a function of time. Following the method of Hilpert [7], I derived the implicit 

analytical solution for the front velocity. The front position was numerically obtained by 

inverting the implicit solution and integrating it. The semi-analytical approach may be 

computationally less expensive than solving the ODE numerically. 

Finally, Iwata et al. [10] conjectured that the final stages of capillary rise experiments 

performed by Tabuchi could potentially be explained by a dynamic contact angle. By 

relating the dynamic contact angle to a dynamic capillary pressure at the wetting front and 

analyzing published infiltration experiments, I have provided evidence that the conjecture 

of Iwata et al. [10] is correct, even though I could not directly observe the contact angle. 

It should be noted that the majority of flow models, at both the pore-scale and the Darcy-
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scale, used in hydrology and petroleum engineering today still assume a constant contact 

angle that is independent of flow velocity. 

5.2 Engineering applications 

In environmental engineering, the mobilization of residual NAPL blobs is one of the 

major issues of groundwater remediation. Hunt et al. [9] showed that simple pumping 

is not sufficient to mobilize trapped NAPL blobs without changing the fluid properties 

or using unrealistically high flow rates. A variety of enhanced groundwater remediation 

methods have been developed that either mobilize the NAPL as a liquid or enhance the 

mass transfer process from the NAPL into the surrounding groundwater. These methods 

include surfactant flushing [13], polymer flooding [11], freeze-thaw [12], and vibratory or 

acoustical enhancement [14, 3]. 

A theory proposed by Hilpert et al. [8] hypothesized that the mobilization of trapped 

blobs can be enhanced by exploiting capillarity-induced resonance. The findings in Chap­

ters 2 and 3 that the blob can sustain pressure drops and that the trapped blob can exhibit 

resonance in porous media support the potential of exploiting blob resonance to improve 

the method of vibratory enhancement. 

The work presented in Chapter 2, showed that a NAPL blob can be mobilized when the 

contact angles reach their limiting value (receding/advancing contact angle). When a blob 

in a porous medium is subjected to vibratory pressure differences of uniform amplitude, 

the frequency response of the blob (shown in Chapter 3) indicated that the displacement 
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amplitude of the menisci will be more extensive with excitation at the resonant frequency 

than at other frequencies. Since the contact points are pinned, the change of the menisci 

due to resonance will increase/decrease the contact angles enormously. Once the contact 

angles reach the receding/advancing contact angles, the blob will have a good chance 

of mobilization. Nevertheless, the contact-line motion is not well-understood, and the 

concept mentioned above may be just one of many possible scenarios of blob mobilization. 

5.3 Future work 

Building on the results presented in Chapter 2, it would be interesting to examine 

the transition behavior of a trapped blob that is subsequently mobilized by static and 

dynamic pressure gradients. For static pressure gradients, Dong et al. [4] found that the 

blob moved away from its original position only after a wetting liquid film formed around 

the blob and the blob snapped. However, our data showed that the menisci of the blob 

moved without forming a film due to sliding contact lines. The difference between the 

two blob mobilization scenarios has not been well-studied. With the model pore doublet 

(Chapter 2), experiments can be performed to determine or under different the flow 

conditions, (e.g., different capillary number or Bond number), for different blob behaviors. 

In addition, the occurrence of different mobilization scenarios might be examined for the 

different topographical and chemical conditions on the surface of the solid phase. A 

similar experimental procedure can be used for dynamic pressure gradients, e.g., oscillatory 

pressure differences. It is expected that the inertial force will be a major factor in the blob 
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moving mechanism. 

The experimental work presented in Chapter 3 showed a blob resonating in a sphere 

packing, but there is as yet no theoretical description of this resonance, nor of the res­

onance of a blob in a generic porous medium (e.g., a sand packing). The ID model 

prescribed in Chapter 3 can be extended to a 3D model, but the main challenge for deriv­

ing an analytical solution of the 3D model will be to account for the complicated shape 

of the blob. This difficulty might be overcome by solving the problem numerically. 

As mentioned in Section 5.2, a theory can be built by combining the findings in 

Chapters 2 and 3 to model the enhancement of blob mobilization due to blob resonance. 

Theories have been developed for enhancing blob mobilization by using oscillatory pressure 

differences [2, 1]. However, they do not take blob resonance into account, and the models 

are limited to certain types of blob mobilization. To determine the effect of blob resonance 

on blob mobilization, the model in Chapter 3 could be embedded into these existing models 

or built into a new model which can well describe different transition behaviors of blob 

mobilization. 

To advance the applicability of the work described in Chapter 3, one might wish to 

study the simultaneous responses of several residual blobs to oscillatory pressure differences 

in porous media. In real groundwater reservoirs, the sizes and shapes of the residual NAPL 

blobs are non-uniform, as are the resonant frequencies of the blobs. Deriving an analytical 

expression and performing experiments/simulations for the response of blobs of variable 

site distribution in porous media to vibratory excitation will help to optimize the excitation 
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process for mobilizing multiple residual blobs for EOR or groundwater remediation. 

Although I generalized a modified Green-Ampt approach to account for a flow-velocity 

dependent capillary pressure at the infiltration front (Chapter 4), there are also studies 

that generalize Richards' equation for variably-saturated flow. The functional form in 

Chapter 4 for dynamic capillary pressure at the wetting front could potentially inform 

efforts to determine a functional form for the nonequilibrium capillary pressure to be used 

in Richards' equation. Furthermore, it would be interesting to check whether the Tabuchi 

experiments, and in particular the ql versus I plots, can be modeled by Richards' theory, 

with or without accounting for a dynamic capillary pressure. 

The 3D PLIF-based technique in Chapter 2 can be applied to measure the dynamic 

contact angle in porous media. The power law model of dynamic capillary pressure pro­

posed in Chapter 4 can be validated by the results of simultaneously measuring the contact 

angle and the velocity of the water front in porous media. These data can also be used 

to determine the power law exponent ft and to link the dynamic contact angle to the dy­

namic capillary pressure. Since temporal resolution will be the critical restriction for this 

contact angle measurement, the 3D PLIF-based method will have the edge in competing 

with other noninvansive methods such as microCT. 
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